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The Use of Cavitating Jets
to Oxidize Organic Compounds
in Water
Exposure to ultrasonic acoustic waves can greatly enhance various chemical reactions.
Ultrasonic acoustic irradiation of organic compounds in aqueous solution results in oxi-
dation of these compounds. The mechanism producing this behavior is the inducement of
the growth and collapse of cavitation bubbles driven by the high frequency acoustic
pressure fluctuations. Cavitation bubble collapse produces extremely high local pressures
and temperatures. Such conditions are believed to produce hydroxyl radicals which are
strong oxidizing agents. We have applied hydrodynamic cavitation to contaminated water
by the use of submerged cavitating liquid jets to trigger widespread cavitation and induce
oxidation in the bulk solution. Experiments were conducted in recirculating flow loops
using a variety of cavitating jet configurations and operating conditions with dilute aque-
ous solutions of p-nitrophenol (PNP) of known concentration. Temperature, pH, ambient
and jet pressures, and flow rates were controlled and systematically varied. Samples of
the liquid were taken and the concentration of PNP measured with a spectrophotometer.
Experiments were conducted in parallel with an ultrasonic horn for comparison. Sub-
merged cavitating liquid jets were found to generate a two order of magnitude increase in
energy efficiency compared to the ultrasonic means.@S0098-2202~00!00303-5#

Introduction
Ultrasonic cavitation is known~Brown and Goodman@1#! to

produce sonochemically activated reactions in water resulting in
the formation of highly effective oxidizing hydroxyl radicals.
Usually this is achieved using ultrasonic horns that send a high
intensity acoustic beam into the solution and excite microcavities.
Such systems have been found to promote a wide range of chemi-
cal reactions~Suslick @2#! and to be capable of oxidizing dilute
aqueous mixtures of organic compounds. However, such devices
essentially self limit the efficiency of the process by achieving
cavitation only in a thin layer near the surface of the sonifer. In
addition, the efficiency of the transfer of electric power into ultra-
sonic waves into the liquid is known to be quite low—of the order
of 15–20 percent.

We employ a mechanism for generating cavitation in a wide
body of the liquid by an array of submerged cavitating jets. This
process can be made very efficient and benefits in addition from
the fact that pumps are quite efficient~of the order of 75 percent!
at converting electric~or other! power into hydraulic power. A
system based on this technology would be relatively inexpensive,
and could be designed into a low-energy technology that will
perform at an optimum level creating fast degradation of toxic
substances without generating carcinogenic materials such as can
occur with chlorination.

Dissociation of Water and Release of Oxidizing Radicals
Exposure to ultrasonic waves can drive many chemical reac-

tions through the generation, growth, and subsequent collapse of
cavitation bubbles~e.g., Brown and Goodman@1#, Suslick@2#!. It
is universally accepted that this cavitation with its accompanying
local high pressures and temperatures drives these reactions rather
than the acoustic waves themselves. The acoustic waves provide a
means for transferring the energy of the acoustic driver to cavita-
tion nuclei whose subsequent behavior converts this energy to
pressure, heat, erosion, chemical reaction, etc.

When subjected to cavitation, water undergoes dissolution ac-
cording to the following chemical reaction~e.g., Suslick@3#,
Neppiras@4#!

H2O→H•1OH•. (1)

The free hydroxyl radical OH• is one of the most powerful
oxidizing agents and is an excellent initiator of chain reactions.
Oxidation of organic compounds results in various intermediate
and end products depending on the compound. These include wa-
ter vapor, carbon dioxide, inorganic ions and short chain inorganic
acids~e.g., see Suslick@2#; Hua et al.@5#; Skov et al.@6#!. Often
the intermediate products also undergo subsequent oxidation.
Modeling of radical production due to cavitation bubble collapse
has recently been performed by Gong and Hart@7#.

Under the oscillating pressure field of an ultrasonic horn or due
to large fluctuating pressure forces in the shear layer of a cavitat-
ing and resonating jet, pre-existing microscopic bubble nuclei in
the liquid grow and collapse. There are several competing theories
for the predominant phenomena that triggers the anomalous chem-
istry present during the bubble collapse. According to one, the
generation of a ‘‘hot spot’’ upon bubble collapse~local high tem-
perature and pressure region! is responsible for the phenomena
~Neppiras@4#; Suslick et al.@8#; Suslick et al.@9#!. Others suggest
that the reactions are due to shock waves or electric discharges
generated at the collapse and the fragmentation~Margulis @10#! or
to the plasma like state generated in the collapsing bubble~LeP-
oint and Mullie @11#!.

Recently, a number of researchers have looked into using ultra-
sound to degrade organic contaminants. The list is too extensive
to review here. However, a sample of relevant work includes that
of Hua et al.@5,12#, Kotronarou et al.@13,14#, Cheung et al.@15#,
and Hua and Hoffman@16#. Such work has been performed in
both batch and continuous flow modes using ultrasonic horns and
plates. Also recently, a commercial scale process has been em-
ployed utilizing a venturi type cavitation flow loop often in com-
bination with UV irradiation and hydrogen peroxide addition
~U.S. Environmental Protection Agency@17#; Skov et al.@6#!.

Cavitation Bubble Dynamics. In a pressure field, a bubble
works as an oscillator with the gaseous contents acting as a spring
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and the inertia being provided by the motion of the surrounding
liquid. Under external pressure forcing, the bubble undergoes vol-
ume and shape oscillations. As the bubble compresses the inside
pressure grows.

For a collapsing spherical cavity in a liquid of densityr under
external steady pressurePamb, and with gas inside the bubble
having a specific heat ratiok, Neppiras@4# has shown that as the
bubble collapses, a very high pressure region is generated near the
bubble wall in the liquid with a maximum pressurePmax given by

pmax5pg0F Pamb~k21!

pg0
G k/~k21!

, (2)

wherepg0 is the initial gas pressure in the bubble. For a value of
k54/3 he obtained the corresponding temperature

Tmax5T0S Pamb

3pg0
D . (3)

With Pamb51 atm, andpg050.01 atm,the maximum pressure
may be as high as 1.23104 atm, and the temperature could be as
high as 10,000°K (Young [18]). Thus extremely high values of
temperature and pressure are generated in a small region of
space where the bubble collapse occurs.Such physical conditions
could explain the enhancement by cavitation of the chemical dis-
sociation of the aqueous medium releasing hydroxyl radicals.

However, cavitation bubbles rarely behave spherically. Typi-
cally, due to initial or boundary condition asymmetries and to
bubble interacting, the bubble, upon collapse, forms ahigh speed
reentering jet~Young @18#; Chahine and Duraiswami@19#!. Fig-
ure 1 presents a calculation we have performed for a bubble col-
lapsing near a solid wall and forming a high speed jet which
impacts the wall. Visible in the figure are the very high pressures
in the liquid near the jet~Chahine and Duraiswami@19#!. Such
computations show the potential for extremely high pressures not
only in the gas inside the bubble but also in a focused area of the
liquid. In practice, bubbles often occur in ‘‘clouds’’ in which
bubble/bubble interaction and bubble deformation effects occur
~Chahine@20#; Chahine and Duraiswami@21#!. In cavitating jets,
elongated, rotating, and ring shaped bubble cavities form which
have also been found to collapse with the formation of reentering
jets ~Chahine and Johnson@22#; Chahine and Genoux@23#!.

Cavitating Water Jets. Cavitating water jet technologyrep-
resents one successful attempt to harness and utilize the destruc-
tive power of cavitation. Various means and nozzle designs can be
used to induce the explosive growth of microscopic cavities or
bubbles within a liquid jet. Moving away from the orifice region,
these bubbles encounter higher pressures and collapse. For ex-
ample, by inserting a solid surface in front of the nozzle at an
appropriate distance, nozzle generated cavities can be induced to
collapse violently on that surface in the high-pressure stagnation
region of the jet so created~Johnson et al.@24#; Chahine and
Johnson@22#; Chahine et al.@25#!.

Cavitating jets have the following advantages over ultrasonic
devices.

1 The cavitation can be made to be much more intense and
aggressive.

2 The location of the cavitation ‘‘center’’ can be more easily
controlled, and multiple centers in a small volume can be easily
provided.

3 From a practical standpoint, a jet based process is simpler,
more flexible, easily scaled up and able to process larger industrial
level quantities of liquid for a given power input.

4 As demonstrated in this paper, the jets are significantly more
efficient.

The dimensionless parameter characterizing cavitation is the
cavitation number,s,

s5
Pamb2pv

1/2rV* 2
'

Pamb2pv

DP
, (4)

wherer is the liquid density,V* is the characteristic flow veloc-
ity, andDP is the presence drop across the nozzle. The particular
value at which cavitation is incipients i is termed the cavitation
inception number. Thus if the operating conditions for a sub-
merged jet are such thats/s i,1, cavitation will occur, and as
s/s i continues to decrease below unity the amount of cavitation
will increase.

Experimental Setup
Experiments were conducted in several jet flow loops and in an

ultrasonic system. Preliminary investigations were conducted in a
cavitation reaction chamber constructed of plexiglass to enable
viewing of the cavitation and flow. Due to the potential for many
organic compounds to attack plexiglass this cell was not used for
actual oxidation tests. Instead, jet cavitation reactors constructed
of stainless steel were utilized.

One loop was driven by a triplex positive displacement pump
which produced a flow of 4.5 gpm at pressures up to 1000 psi.
The flow from the pump was sent to a multi-stage cavitation re-
action chamber. Each stage included a jet orifice plate with mul-
tiple orifices and a stagnation plate located downstream of the
orifice plate and designed to stagnate the jet flows thereby induc-
ing strong bubble collapse. A second was driven by a centrifugal
pump capable of 56 gpm at up to 75 psi and is shown in the sketch
of Fig. 2. The loop was fabricated of steel piping. Upon exiting
the pump, the liquid flowed into a pipe manifold into which a
large number of orifices had been machined. The total fluid vol-
ume of this loop was 6.5 liters. Reservoir temperature was main-
tained at the desired value by use of a cooling loop inside the
reservoir and immersion of the reservoir in a large tank filled with
water and containing a refrigeration coil.

Ultrasonic Setup. A sketch of the ultrasonic device is pro-
vided in Fig. 3. The device is driven by magnetostrictive oscilla-
tions produced in a nickel stack surrounded by electromagnetic

Fig. 1 Pressure field associated with nonspherical bubble col-
lapse. Taken from Chahine and Duraiswami †19‡

Fig. 2 Sketch of jet loop capable of 56 gpm at 60 psi
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coils. The oscillations are amplified by a tapered titanium horn
tuned to resonate at 15.7 kHz. The waveform is produced by a
frequency generator and amplified before being fed to the coils. A
3/8 in. diameter titanium ‘‘button’’ or ‘‘tip’’ was attached to the
end of the horn. The amplitude of oscillation of the tip was ini-
tially calibrated using a bifilar microscope. Its amplitude was
monitored during testing by a sensor whose voltage output is pro-
portional to displacements. The tip displacement amplitude was
set to 0.0026 in. peak to peak.

The horn tip was submerged 0.125 in. in a 150 ml glass beaker
filled with 25 ml of test sample liquid. Initially, the submergence
was varied, and the value of 0.125 in. was selected because it
produced the greatest amount of cavitation. The top of the beaker
was covered with a plastic sheet through which the horn was
inserted. The sample beaker was surrounded with a cooling bath
to maintain a constant temperature.

Measurement Techniques and Procedures.Reagent grade
p-Nitrophenol—‘‘PNP’’—~Aldrich, 99 percent!, phosphoric acid
~Aldrich, 85 percent!, and sodium hydroxide~VWR Scientific, 1.0
N! were used. The PNP was in crystalline form and was mixed
with distilled water.

PNP concentrations were measured using a UV-Vis spectro-
photometer following the procedures of Kotronarou et al.@13# and
Hua et al. @12#. The spectrophotometer was calibrated against
known concentrations of PNP in distilled water at a wavelength of
400 nm after shifting the sample pH to 11 by the addition of
NaOH to enable measurement employing the absorption band at
400 nm.

During testing, 3 ml samples were drawn from the test reser-
voir. Following the addition of NaOH, the sample was drawn
through a Gelman 0.2 micron PFTE syringe filter to remove any
particulate contaminants such as titanium erosion particles from
the ultrasonic tests. The filtered sample was then placed in the
spectrophotometer and its transmittance measured.

Uncertainty Estimates. The estimated uncertainty in mea-
sured quantities are: flow rate,65 percent; pressure,61 psi; con-
centration,60.2 ppm; pH,60.2; temperature,61°F. The oxida-
tion efficiency ~defined in Eq. ~5!! and the nondimensional
concentration,C/C0 are derived quantities. Their estimated uncer-
tainties are: oxidation efficiency,610 percent;C/C0 , 64 percent.

Results and Discussion

Performance Evaluation: Oxidation Efficiency. A key
measure of the performance of the oxidation process is the energy
required to remove a unit mass of a given compound. For overall
performance, this can be expressed as the cumulative mass of
contaminant removed per unit energy expended. When plotted
against time, this represents a running value of the efficiency. We
define this to be theoxidation efficiencygiven by

m* ~ t !5
~C02C~ t !!* V

t* P . (5)

Here,C0 is the initial concentration,C(t) the concentration at time
t, V the liquid volume, andP the power expended. The peak value
in the curve ofm* (t) can be used to characterize the peak per-
formance of each system.

The power used in this efficiency calculation is that which is
imparted to the liquid. For the jet process, it is simply based on
the hydraulic power imparted by the pump. For the ultrasonic
horn, it is the acoustic energy dissipated in the liquid which was
determined with a calorimetric test by measuring the heat gener-
ated. This enables use of the ‘‘oxidation efficiency’’ as a measure
of the efficiency of the particular configuration for the cavitation
phenomenon and removes variations in power consumption due to
varying pump, motor, or horn configurations. The actual amount
of energy that must be supplied to a system employing either the
ultrasonic or jet induced cavitation is therefore larger due to these
conversion inefficiencies. The ranges of the power input to the
liquid per unit volume~power density! we utilized are shown in
Table 1.

Ultrasonic Tests. Sample results of ultrasonic tests of the
oxidation of PNP are presented in Fig. 4. Figure 4 presents the
measured concentrations as a function of time for several cases
run at a pH of 3.5 and initial concentrations of 8 and 25 ppm for
comparison with the jet oxidation studies. We did not seek to

Table 1 Comparison of power densities for PNP oxidation ex-
periments

watts/ml Type

Ultrasonic 0.36 Batch
Cavitating Jets 0.18-12 Continuous flow

Fig. 3 Sketch of ultrasonic experimental setup

Fig. 4 Ultrasonic sonication of PNP at pH Ä3.5. Top: concen-
tration versus time. Bottom: oxidation efficiency.
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optimize the conditions for the ultrasonic horn since this has been
experimentally investigated for aqueous solutions of PNP by oth-
ers~Kotronarou et al.@13#, Hua et al.@5,12#!. We selected condi-
tions from the literature which were near optimal. These tests
were run at 77°F and 107°F with the rate of oxidation lower at
107°F than at 77°F—consistent with the general behavior of
sonochemical reaction rates as described in Suslick@2#. Direct
comparison of these results with those in the literature can be
done using oxidation rates normalized with applied power. Nor-
malization of results with the applied power shows that our results
are comparable to those in the literature; e.g., the oxidation rate of
Kotronarou et al.@13# is 0.89 mg/MJ. Calorimetric measurements
showed that approximately 18 percent of the electric power input
to the horn was converted to acoustic power and dissipated as heat
in the liquid.

Cavitating Jet Results. Figure 5 presents sample results of
the oxidation of PNP with submerged cavitating jets conducted in
the flow loop of Fig. 2. The operating temperature was 107°F
which, as described below, was found to produce the best perfor-
mance. The pH was comparable to that of the ultrasonic tests of
Fig. 4, and the initial concentration, 8 ppm, was used in the ma-
jority of the cases in Fig. 4. We can compare the oxidation effi-
ciencies in Figs. 4 and 5 for achieving a given decrease in PNP
concentration. For example, a 50 percent reduction~from 8 ppm
to 4 ppm! is achieved by the jet system in 1.5 hrs. while the
ultrasonic horn requires approximately 30 hrs. The corresponding
oxidation efficiency for the cavitating jets~3 mg/MJ! is about 25

times larger than that of the ultrasonic device~0.12 mg/MJ!.
While the investigations conducted have not as yet been of suffi-
cient scope to state that either the jet or ultrasonic devices are
operating at their optima, a range of parameters have been inves-
tigated in the current study for the jets and in the literature for the
ultrasonic device. The conditions of Figs. 4 and 5 are near the best
known for each device. If the differences in conversion efficiency
of input power to power into the liquid~e.g., 18 percent for ultra-
sonic, approximately 75 percent for a motor/pump! were used, an
additional factor of 4 would need to be applied, and the cavitating
jet results would exhibit overall energy efficiencies 100 times
higher than the ultrasonic device. This suggests strong promise for
application of jet cavitation to oxidation.

Temperature Effect. The results of the experiments of jet
oxidation of PNP indicated the existence of an optimal tempera-
ture or temperature range for oxidation efficiency. Figure 6 shows
the influence of temperature on the oxidation efficiency at three
times during the oxidation process. Performance is seen to be best
at the intermediate temperature range near 42°C~107°F!. Such
behavior is consistent with cavitation erosion intensity which is
known to achieve a maximum value that is temperature and liquid
dependent. For water at atmospheric pressure, this peak is at ap-
proximately 50°C~122°F! ~Brown and Goodman@1#!. Above this
temperature the bubble dynamics becoming increasingly ther-
mally controlled rather than inertially controlled which leads to an
increase in vapor pressure and cushioning of the bubble collapse.

Fig. 5 Cavitating jet oxidation of PNP: pH Ä3.8, TÄ107°F, am-
bient pressure Ä20 psia, pressure entering nozzles Ä75 psia,
flow rate Ä57 gpm, C0Ä8 ppm. Top: time variation of the ratio
of PNP concentration to its initial value. Bottom: oxidation effi-
ciency.

Fig. 6 Influence of temperature on cavitation effects exhibit-
ing a region of maximum influence. „a… Jet oxidation efficiency
of PNP at 4, 5, and 6 hours of operation; pH Ä3.8, ambient
pressure Ä21 psia, pressure entering nozzles Ä70 psi. „b… Ero-
sion of aluminum as a function of temperature for various liq-
uids; taken from Brown and Goodman †1‡.
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pH Effect. The values of pH in the flow loops were adjusted
periodically to their set point values by the addition of phosphoric
acid or sodium hydroxide. The pH was typically maintained
within 60.3. Figure 7 provides the results of operation at varying
pH. The oxidation efficiencies are seen to strongly depend on pH
in a nonlinear fashion with little influence for pH above about 4.
As the pH decreases below 4, the rate is found to increase, ini-
tially at long times and then at shorter times for decreasing pH.
The data of Kotronarou et al.@13# with PNP using an ultrasonic
device showed similar behavior.

To assure that our increased efficiencies with decreased pH
was indeed due to the cavitation oxidation and not solely to pH, a
sample of the PNP solution was adjusted to a pH of 2.5 and left to
sit for 4 days. Measurement of the PNP concentration after 4 days
showed no change from the initial measurement.

Influence of Cavitation Number. The effects of cavitation
number were studied by changing the ambient pressure while
maintaining the pressure drop across the nozzle constant. The re-
sults are presented in Fig. 8 for two values of the cavitation num-
ber. The lower cavitation number shows a significant increase in
degradation rate which can be explained by the creation of a
larger volume of cavitation created with lower power.

Ring Vortex Cavities. A simple analysis based on jet cavita-
tion occurring in vortical structures is now presented. A cavitating
and structured jet can be considered as being formed of a succes-
sion of vortex bubble rings of diameter equal to the orifice diam-

eter D0 . The cavitation intensity per unit time,I cav, can be ex-
pressed as the product of the number of cavitation events per unit
time, N, and the collapse energy of each cavitation event,Ebub,

I cav5NEbub. (6)

The cavity potential energyEbub can be expressed as the product
of its maximum volume and the pressure difference between the
surrounding liquid and the cavity contents which we will approxi-
mate as the ambient pressure,Pamb. For ring cavities, with a
maximum cross-section radiusRmax,

Ebub5p2D0Rmax
2 Pamb. (7)

For a ring emission frequency,f, for each ofn nozzles,I cav, is
given by

I cav5 f nEbub. (8)

Using the product of the pressure and flow for hydraulic power,
the energy conversion efficiency,h, can be taken as:

h5
f nEbub

1/2rVjet
2 Q

5e22p
SdPamb

rVjet
2

5e22pSds;e2, (9)

wheree and the jet Strouhal numberSd are defined as:

e5
2Rmax

D0

, Sd5
f D0

Vjet

>0.3. (10)

The volume fraction of liquid cavitated,a, is the ratio of the
volume of all ring cavities at their maximum size created during a
unit time,Vcav, and the flow rateQ:

a5
Vcav

Q
5

4pRmax
2 f

D0Vjet

5pSde2;e2. (11)

We see that the parametersa andh both increase strongly with
e. This is illustrated by the results of Kalumuck et al.@26#, which
showed, based on numerical simulations using a vortex ring cavity
dynamics model~Chahine and Genoux@23#; Genoux and Chahine
@27#!, that e increases with lower ambient pressures thus increas-
ing both the volume fraction of fluid cavitated and the efficiency
of conversion of hydraulic energy to cavity collapse energy.

Conclusions
Experiments to establish the feasibility of utilizing cavitating

jets for oxidation of organic compounds in dilute aqueous solu-
tions were carried out in recirculating flow loops. Baseline tests
were conducted with an ultrasonic device for comparison. Results
were consistent with those of the literature. Cavitating jet oxida-
tion of p-nitrophenol was found to exhibit a two order of magni-
tude increase in energy efficiency compared to ultrasonic means.
The data indicate an inverse relation of efficiency with cavitation
number which is consistent with the results of a simple jet cavi-
tation model. An optimal temperature for cavitating jet oxidation
may be that for peak erosion rates due to cavitation. As with
ultrasonic results of the literature, cavitating jet oxidation rates
improved with decreasing pH.

These results suggest a great potential for the use of jet cavita-
tion in full scale waste treatment and remediation systems.
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Fig. 7 Influence of pH on jet oxidation efficiency of PNP:
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Fig. 8 Influence of cavitation number, sigma, on jet oxidation
of PNP: pH Ä3.8, TÄ107°F
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On the Stability of Parallel Bubbly
Cavitating Flows
This paper illustrates the effects of the dynamics of bubbles with arbitrary vapor-gas
contents on the inviscid and viscous stability of two-dimensional parallel bubbly flows of
low void fraction. The linear perturbation equations derived for the stability analysis
include the effects of bubble compressibility, inertia, and energy dissipation due to the
viscosity of the liquid and the transfer of heat and mass as a consequence of compression/
expansion of the noncondensable gas and evaporation/condensation of the vapor con-
tained in the bubbles. Numerical solution of the spatial stability problem for two-
dimensional inviscid shear layers and Blasius boundary layers confirms that the presence
of the dispersed phase is generally in favor of stability. Significant deviations from the
classical results for compressible and incompressible single phase fluids are observed,
especially when the occurrence of large compliant and/or resonant oscillations of the
bubbles greatly enhances their dynamic coupling with the perturbation field. More im-
portantly, the present analysis points out some major differences in the stability of par-
allel flows with noncondensable gas bubbles with respect to cavitating flows containing
bubbles with a dominant content of vapor. Unconditional stability is predicted in the
travelling bubble cavitation limit for low pressures and high vapor mass fraction of the
bubble contents. Results are shown to illustrate these effects for some representative flow
configurations and conditions.@S0098-2202~00!00603-9#

Introduction
The crucial role of cavitation in limiting the performance of

hydraulic machinery has long been recognized in the literature
~Brennen@1#, Knapp et al.@2#!. Its adverse effects~efficiency deg-
radation, vibrations, fluid dynamic instabilities, erosion, etc.! are
common to a wide range of technical applications, but become
especially manifest in turbopumps of cryogenic liquid rocket pro-
pellants, which operate near the saturation conditions at extremely
high specific power levels in the presence of extensive cavitation.
From the physical point of view, cavitation involves complex dy-
namic and thermal interactions of the liquid and gaseous phases in
the presence of nucleating agents and can develop in a number of
different forms depending on the specific flow conditions. For a
detailed review of cavitation phenomena and their relations with
cavity dynamics and turbomachinery flows the reader is referred
to the excellent monographs by Brennen@1,3#.

Of special interest because of its frequent occurrence in techni-
cal applications is the analysis of unsteady bubbly cavitating flows
when bubble dynamics effects are explicitly considered. Earlier
analyses in several configurations of engineering relevance clearly
showed that even at moderate void fractions the compliant, dissi-
pative and inertial behavior of noncondensable gas bubbles sig-
nificantly modifies the dynamic properties of the flow, which be-
comes dispersive and no longer behaves as a barotropic mixture
~d’Agostino and Brennen@4–6#, d’Agostino et al.@7#, d’Auria
@8,9#, d’Agostino and d’Auria@10#!. This is especially the case
when the naturally unstable frequencies of the flow approach the
resonant frequency of oscillation of individual bubbles, thus pro-
viding an efficient mechanism of energy extraction from the per-
turbation field to sustain the bubble oscillations. This kind of cou-
pling is relatively weak in bubbly flows at room pressures, but can
actually become quite significant in low-pressure cavitating flows
essentially containing pure vapor bubbles, which are characterized
by large compliance and important irreversible effects associated
with the evaporation/condensation phenomena at the phase inter-

face. In this case the dynamic response of cavitation bubbles can
greatly interfere with the development of the perturbation field,
and therefore with the stability of the flow.

Travelling bubble cavitation frequently occurs in quasi-parallel
flows that spontaneously develop unstable oscillations~Betchov
and Criminale@11#, Drazin and Reid@12#!. In these flows the
observed dependence of turbulent transition, bubble response and
low-frequency noise on the Euler number indicate that bubble
dynamic effects may play an important role in the flow stability
~Marboe et al.@13#, Arakeri and Shanmuganathan@14#, Ceccio
and Brennen@15#!. Recently, this hypothesis has also been con-
firmed on theoretical grounds by linear stability analyses of par-
allel bubbly flows ~d’Agostino et al. @16#; d’Auria et al. @17#,
d’Agostino et al.@18#!. These analyses were limited to inviscid
flows containing small noncondensable gas bubbles and general-
ize for dispersive and dissipative bubbly mixtures the classical
linear stability theories of barotropic fluids. The aim of the present
article is to illustrate the extensions of the linear stability theory to
viscous case and to parallel flows containing cavitation bubbles
with arbitrary compositions of vapor and non-condensable gas.

According to the original development of our work on this sub-
ject ~Burzagli @19#, d’Auria et al. @20#, Burzagli and d’Agostino
@21#!, this paper specifically focuses on the linear stability of par-
allel two-dimensional bubbly cavitating inviscid shear layers and
~viscous! Blasius boundary layers surrounded by a single-phase
incompressible liquid. Following Rayleigh’s and Orr-
Sommerfeld’s classical approaches, the linearized perturbation
equations for a bubbly mixture are derived and the numerical
solutions of the resulting eigenvalue problems are obtained by
means of a shooting method combined, in the viscous case, with
Davey’s@22# orthogonalization method, in order to overcome the
convergence problems associated with the mathematical stiffness
of the stability equations at higher Reynolds numbers. Non-
dimensional quantities are introduced to deal in a synthetic and
systematic way with the various parameters involved.

Bubbly Cavitating Flow Model
The bubbly cavitating mixture is visualized as an equivalent

homogeneous fluid where the bubbles are treated as isolated
source-sink singularities uniformly distributed in a force-free liq-
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uid with constant properties and low void fraction,a!1. Neglect-
ing local flow perturbations~Rietema and van den Akker@23#!,
the bubble mass, and the effects of coalescence, dissolution and
relative motion, the flow is governed by the continuity, momen-
tum and Rayleigh-Plesset equations

¹•u5
3a

Ro

DR

Dt

rL~12a!
Du

Dt
52¹p1mL¹•@¹u1~¹u!T#

R
D2R

Dt2 1
3

2 S DR

Dt D 2

14
nL

R

DR

Dt
5

pB2p

rL
2

2S

rLR

The dynamics of bubbles containing both vapor and noncon-
densable gas is described as proposed by Nigmatulin@24,25#, Nig-
matulin and Khabeev@26,27#, Nagiev and Khabeev@28#, Nig-
matulin et al. @29#. In addition to the effects of bubble
compressibility, inertia, and energy dissipation due to the liquid
viscosity and thermal exchanges with the bubble contents, their
model explicitly accounts for the occurrence of evaporation/
condensation phenomena at the interface and for the presence of
the temperature and concentration gradients necessary to support
the associated transfers of heat and mass between and within the
two phases.

If harmonic excitation at frequencyvL is assumed, the steady-
state linear oscillations of vapor-gas bubbles are described by the
equation

~2vL
22 ivL2l1vB

2 !R̂52
p̂

rLRo

where R̂ and p̂ are the complex amplitudes of the radius and
pressure perturbationsR̂e2 ivLt and p̂e2 ivLt about their undis-
turbed valuesRo andpo . The damping coefficientl and the natu-
ral frequencyvB of the bubbles are given by:

2l~vL!5
3pBo

rLvLRo
2 ImH gVG

E~vL!J 14
nL

Ro
2

vB
2~vL!5

3pBo

rLRo
2 ReH gVG

E~vL!J 2
2S

rLRo
3

in terms of the functionE(vL) ~whose expression is reported in
the Appendix! and generalize to arbitrary vapor-gas composition
of the bubble content the formally similar expressions obtained by
Chapman and Plesset@30# and Prosperetti@31,32# for bubbles of
noncondensable gas. The partial pressurepGo of the gas in a
bubble of mean radiusRo at equilibrium with a liquid of unper-
turbed pressurepo , temperatureTo and surface tensionS is ob-
tained from po5pBo22S/Ro , where pBo5pGo1pVo is the
bubble internal pressure and the vapor pressurepVo is equal to the
saturation valuepS(To). The mass fractions of the vapor,
YV5rVo /rBo, and the noncondensable gas in the bubble,
YG512YV , are then readily determined as functions ofTo , po
andRo using the perfect gas equationp5rRT.

The typical behavior of a vapor-gas bubble is shown in Fig. 1
as a function of the excitation frequencyvL . The high frequency
peak is the classic Minneartian resonance~the only one present in
the case of bubbles containing noncondensable gas!, while the low
frequency peak is the so-called ‘‘second resonance’’~Finch and
Neppiras@33#; Wang @34#! introduced by the presence of the va-
por. Below this resonance the natural frequencyvB(vL) of the
bubble becomes imaginary and consequently the motion is un-
stable~Fanelli et al.@35,36#, Prosperetti@31#!. For the bubble to
be quasi-statically stable~Daily and Johnson@37#!, and therefore
also dynamically stable at all frequencies, it is sufficient that
the isothermal ~low-frequency! bubble natural frequency
vB0

2 5vB
2(0).0, which implies~Nagiev and Khabeev@28#!:

YV,YV* 5
~312We!RG

~312We!RG1WeRV

where We52S/Ropo is the Weber number of the bubble. Figure 2
shows the stability region for a typical 1 mm radius air-vapor
bubble in water with the external pressure as a parameter. Notice
that the pressure of water bubbles with a dominant content of
vapor increases rapidly with the temperature. Following the tradi-
tional classification of ‘‘cold’’~or inertial! and ‘‘warm’’ ~or ther-
mal! cavitation at lower pressures one may then speak of cold
vapor-gas bubbles as opposed to warm vapor-gas bubbles corre-
sponding to higher values ofpo .

The different spectral responses of cold and warm vapor-gas
bubbles are illustrated in Figs. 3 and 4 for several values of the
vapor mass fraction. In general, for increasing excitation frequen-
cies it is possible to identify four regimes dominated by different
physical phenomena:

• compressible, at low frequencies, characterized by a rela-
tively flat quasi-static response of the gas, with negligible thermal,
diffusive and inertial effects;

• thermal, at intermediate frequencies, characterized by the
gradual decline of the bubble response under the effect of the
increasing dissipation associated with the phase changes at the
interface;

• resonant, near the Minnaert frequency, characterized by the
response peak corresponding to the dynamic balance of bubble
compressibility and inertial effects;

• super-resonant, beyond the Minnaert frequency, character-
ized by a rapid approach to the incompressible limit under the
dominant effect of the inertia of the liquid surrounding the bubble.

Fig. 1 Normalized amplitude of radius oscillations of a bubble
with high vapor mass fraction „YVÄ0.995… in water „To
Ä308 K, p oÄ5 kPa and RoÄ0.15 mm …

Fig. 2 Vapor mass fraction YV as a function of the temperature
To , for several values of the liquid pressure p o
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The thermal regime is absent in pure gas bubbles (YV50) be-
cause of the modest dissipation introduced by the compression/
expansion of the noncondensable gas, and is always present in
warm vapor-gas bubbles. On the other hand, it is practically ab-
sent in cold vapor-gas bubbles, where phase transitions effectively
damp the resonance peak but are dominated by the inertial effects,
which are responsible for the rapid decline of the bubble response
toward the incompressible limit at super-resonant frequencies.
Also notice in Figs. 3 and 4 the rapid increase of the bubble
response with the vapor mass fractionYV . Since the relation
DR/Ro}Dp/po approximately holds throughout the frequency
spectrum, the absolute complianceDR of the bubbles increases
with their radius and inversely with the flow pressure. Hence, in
particular, cold cavitation bubbles, which are characterized by a
dominant content of vapor and very low values ofpo , are much
more compliant than warm cavitation bubbles of equal vapor mass
fraction.

Stability of Parallel Bubbly Flows
The flow equations for a parallel viscous layer containing

vapor-gas bubbles~see Fig. 5! are linearized for small perturba-
tions around the mean~undisturbed! flow propertiesU(y), po and
Ro :

u5Re$U~y!1û~y!ei ~kx2vt !%; v5Re$v̂~y!ei ~kx2vt !%

p5Re$po1 p̂~y!ei ~kx2vt !%; R5Re$Ro1R̂~y!ei ~kx2vt !%

Herev andk are the perturbation frequency and the wave number,
x and u are the coordinate and velocity in the streamwise direc-
tion, andy and v are perpendicular tox and u. The following
system in the complex amplitudes of the perturbationsp̂, û, v̂,
andR̂ is obtained:

ikû1 v̂852 ivL

3a

Ro
R̂

rL~12a!~2 ivLû1U8v̂ !52 ik p̂1mL~2k2û1û9!

2 ivLrL~12a!v̂52 p̂81mL~2k2v̂1 v̂9!

~2vL
22 ivL2l1vB

2 !R̂52
p̂

rLRo

wherevL5v2kU represents the Lagrangian frequency experi-
enced by the bubbles in their motion with the mean flow and
primes indicate differentiation with respect to the independent
variabley.

In order to reduce the above equations in normal form and
avoid the complexities associated with the differentiation of
bubble dynamic terms, the problem has been reformulated in
terms of the flow divergence,ŝ5 ikû1 v̂8, and vorticity,
r̂ 5û82 ik v̂. Upon nondimensionalization of the flow variables
with respect to the reference velocityUo , a typical thicknessd of
the layer, and the liquid pressurepo , the following system inũ,
ṽ, and r̃ is obtained:

ũ85 r̃ 1 i k̃ ṽ

ṽ852 i k̃ ũ1S i ṽLũ2 ṽŨ81
1

Re
r̃ 8D M2

ṽL

k̃
S 12 i ṽL
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Re
D 21

r̃ 95~ k̃22 i ṽL Re! r̃ 1Ũ9ṽ Re

1@Ũ8 r̃ 81~ iŨ 8ũ2Ũ82ṽ !Re#M2
ṽL

k̃
S 12 i ṽL
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D 21

where tildes indicate nondimensional quantities, Re5Uod/nL is the
flow Reynolds number andM2(vL)5Uo

2/cM
2 is the~squared! flow

Mach number based on the free-space speed of sound in the bub-
bly mixture when excited at frequencyvL

cM
2 ~vL!5

2vL
22 ivL2l1vB

2

3a~12a!/Ro
2

In the present formulation the influence of viscosity, surface
tension, layer thickness, pressure, bubble interactions and vapor
concentration on the stability of viscous layers in bubbly liquids
has been expressed in terms of the following non-dimensional
parameters: Re5Uod/nL , We52S/Ropo , pR5d/Ro ,
pP5d2Apo /rL/RonL , pB53a(12a)d2/Ro

2, and pY5YV /YV* ,
respectively. The parameterpB has been previously identified and
commented by d’Agostino and Brennen@4–6# and its importance

Fig. 3 Normalized amplitude of radius oscillations of a ‘‘cold’’
bubble in water as a function of the excitation frequency vL for
several values of the vapor mass fraction YV for RoÄ1 mm and
p oÄ5 kPa

Fig. 4 Normalized amplitude of radius oscillations of a
‘‘warm’’ bubble in water as a function of the excitation fre-
quency vL for several values of the vapor mass fraction YV for
RoÄ1 mm and p oÄ40 kPa

Fig. 5 Schematic of the flow configuration
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in connection with bubble dynamic interaction phenomena has
been confirmed by earlier analyses~d’Agostino, et al. @16,18#;
d’Auria et al.@17#; d’Auria et al.@20#; Wang@38#!. In terms of the
above nondimensional parameters, the isothermal bubble natural
frequency and Mach number in the two-phase mixture are ex-
pressed by:

ṽB0
2 5ṽB

2~0!5
d2

Ro
2

po

rLUo
2 S 31

2S

Ropo
D5

pP
2

Re2 ~31We!

Mo
25M2~0!5

Uo
2

cM
2 5

pBRe2

pP
2 ~31We!

For simplicity, in this paper we consider the classical case of a
Blasius boundary layer with displacement thicknessd. The rel-
evant boundary conditions require no-slip at the wall~û50,
v̂50 aty50! and smooth matching with the far-field converging
solution outside the boundary layer~y5nd with n@1!. Assuming
a stratified flow where the bubbles are present only inside the
boundary layer (0,y,nd) as shown in Fig. 5, the latter condi-
tion writes ~Burzagli @19#!

r̃ 52 k̃~11b̃ !ũ2 i k̃~11b̃ !ṽ

r̃ 85 k̃2b̃~11b̃ !ũ1 i k̃b̃~11b̃ !ṽ

whereb̃5A12 i ṽL Re/k̃ 2 and Re$b̃%>0.
The stability equations for inviscid parallel bubbly flows are

readily obtained as a special case formL50. Then, elimination of
the pressure from the linearized perturbation equations leads to
the following system in normal from~d’Agostino et al. @16#,
d’Auria et al. @9#, d’Agostino et al.@18#!:

û85 ik v̂2 i
U9

vL
v̂2 i

U8

kcM
2 ~ ivLû2U8v̂ !

v̂852 ikû1
vL

kcM
2 ~ ivLû2U8v̂ !

The classical Rayleigh stability formulations for single phase in-
compressible or compressible fluids are readily recovered as spe-
cial cases by eliminatingû and setting a→0 (cM→`) or
vL→0 (cM→cMo[constant), respectively.

In the following we consider the simple case of two-
dimensional free shear layers of unperturbed velocity profile:

U~y!5
U11U2

2
1

U12U2

2
tanh

y

d

The relevant boundary conditions require smooth matching with
the upper/lower unperturbed far field solutions~subscripts 1 and
2!:

û56A1,2

ik

Ak22vL
2/cM1,2

2
e6yAk22vL

2/cM1,2
2

v̂5A1,2e
6yAk22vL

2/cM1,2
2

whereA1,2 are arbitrary complex constants~the principal branch
of the square root is implied! and the appropriate sign is deter-
mined by requiring that the solution does not diverge as
y→6`. All quantities are expressed in nondimensional form~de-
noted by an asterisk in the inviscid case! using the typical width of
the flowd and the shear layer velocity differenceDU5U12U2 as
reference length and velocity. The nondimensional parameters
used in the inviscid stability analysis are the quasi-static natural
frequency of the gas bubblesvB0G

* 5vB0G
d/DU, the bubble ra-

dius R* 5R/d, the vapor content of the bubbleYV , and the void
fraction a.

When supplemented with the relevant boundary conditions in
the new formulation, the above perturbation equations represent a

linear eigenvalue problem for the free parametersv or k. As in the
single phase case, the set of the admissible~generally complex!
values ofv or k ~the eigenvalues! is uniquely determined by the
condition that the corresponding nontrivial solutions~the eigen-
functions! satisfy the boundary conditions. Any two free param-
eters can be specified; the remaining one is then determined. Spa-
tially growing oscillations are studied by assigning a real
frequency v and solving for the complex wave number
k5kr1 ik i . On the other hand, temporally growing oscillations
are studied by assigning a real value tok and solving for the
complexv5v r1 iv i . The two cases become identical at neutral
stability, when bothv andk are real. The present analyses focus
on spatially growing oscillations, whereki is the spatial attenua-
tion rate of the flow perturbations and 2p/kr is their wavelength.
With current notations a negative value ofki therefore implies
amplification of the flow disturbances in the positive streamwise
direction.

Results and Discussion

Inviscid Shear Layer. Expanding on our earlier work on the
stability of parallel flows containing gas bubbles~d’Agostino,
et al. @18#!, for illustrative purposes we first consider the spatial
stability of hyperbolic tangent free shear layers containing bubbles
with different mass fractions of vapor and air. The relevant
boundary value problem has been solved numerically by means of
a multiple shooting method~Stoer and Burlish@39#!. The integra-
tion has been carried out using a fourth-order Runge-Kutta routine
~extrapolated to the fifth order! with self-adaptive step size~Press
et al.@40#! and the eigenvalues have been evaluated iteratively by
means of a modified multidimensional Newton-Raphson method
~Stoer@41#!. The code has been validated against the single-phase
incompressible results by Betchov and Criminale@11# and
Michalke @42#.

Figure 6 shows the spatial attenuation rateki* as a function of
the excitation frequencyv* for a free shear layer with void frac-
tion a50.01 and containing 1 mm radius ‘‘cold’’ vapor-air
bubbles of different mass fractionsYV at an external pressure of 5
kPa and temperatures ranging from 286 K to 295 K. The results
for pure air bubbles and the single-phase incompressible solution
are also shown for comparison. Since value ofv* is always sig-
nificantly smaller than the bubble natural frequencyvB* 'vB0G

* ,
the bubble response is dominated by compressibility effects, while
energy dissipation and inertia play a relatively minor role. In
single-phase inviscid and viscous fluids the compressibility of the
medium is known to promote the stability of parallel flows be-
cause part of the energy of the perturbation field has to develop
work against the compliance forces of the medium and cannot be

Fig. 6 Spatial attenuation rate k i* of a shear layer with ‘‘cold’’
bubbles in the compressibility regime as a function of the ex-
citation frequency v* for several values of the bubble vapor
mass fraction YV . In all cases: vB0G

* Ä12.85, aÄ0.01, Ro*
Ä0.01, p oÄ5 kPa and RoÄ1 mm. The incompressible flow so-
lution „aÄ0… is also shown for comparison.
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used to sustain fluid dynamic instabilities. Earlier analyses by
d’Agostino et al.@18# generalized this finding to parallel inviscid
flows containing noncondensable gas bubbles. Hence, the previ-
ous discussion of the dynamic behavior of vapor-gas bubbles sug-
gests that their presence in the flow should have a significant
stabilizing effect, and that this effect should increase with the
compliance of the two-phase mixture at lower pressures and
higher bubble vapor contentsYV and flow void fractionsa. The
results of Fig. 6 confirm these conclusions and are qualitatively
consistent with those obtained by Drazin@43#, Blumen@44#, Blu-
men et al.@45#, and Drazin and Davey@46# in the temporal sta-
bility analysis of symmetric inviscid compressible shear layers.
As a consequence of the small value of the pressure, the absolute
compliance of the flow is high and even a relatively modest in-
crease of the vapor mass fraction in the bubbles from zero~pure
air! to 40 percent reduces the streamwise spatial amplification rate
of the flow disturbances and the range of unstable frequencies to
less than one half their original values. Figure 6 also shows that
the most unstable frequency~corresponding to the minimum of
the attenuation rateki* ! decreases markedly withYV , thus indi-
cating that the presence of cavitating bubbles not only modifies
the amplitude of the flow instabilities but is also likely to modify
their spectral distribution by inducing a significant shift towards
lower frequencies.

Figure 7 illustrates the results of similar computations for the
same flow~a50.01,Ro51 mm! with warm bubbles of different
mass fractionsYV at temperatures ranging from 341 K to 347 K.
At these higher temperatures the flow pressurepo has raised to 40
kPa as a consequence of the increase of the saturation pressure.
Compressibility effects are still the dominant phenomenon in the
dynamics of the bubbles and the general features of the solution
are essentially unchanged. However, the absolute compliance of
the flow has dropped inversely withpo and comparison with Fig.
6 shows that the magnitude of the stabilizing effects is greatly
reduced. The solution for pure air bubbles is close to the one for
incompressible fluids, while the maximum amplification rate and
the range of unstable frequencies are only moderately reduced
even for bubble vapor contents as high as 90 percent.

Next we examine the resonant case where the bubble natural
frequencyvB* 'vB0G

* is internal to the range of unstable frequen-
ciesv* of the flow. As an example, consider the curves plotted in
Fig. 8 relative to an inviscid shear layer with void fractiona
50.00075 and containing 1 mm radius cold vapor-air bubbles
with vB0G

* 50.39 and different mass fractionsYV at a pressure of
6 kPa and temperatures ranging from 291 K to 300 K. The behav-
ior of the attenuation rateki* is quite different near resonance

conditions, where the greater power necessary to sustain damped
large-amplitude resonant oscillations of the bubbles effectively
contributes to stabilize the flow. The amplification rate is rela-
tively small and, even if the stability limits do not vary much with
YV , the curves for different values of the vapor mass fraction
intersect each others when the natural frequency moves to lower
values asYV is increased. Therefore flows with higher values of
YV are, on some limited portions of the frequency spectrum, less
stable than flows with lower vapor mass fraction, and the most
unstable frequency undergoes a sudden change~mode jumping!
for YV>0.540.6, indicating that the occurrence of resonance can
significantly modify the spectrum of the flow instabilities.

Finally, in Fig. 9 we illustrate the influence of the void fraction
a ~or, equivalently, of the bubble interaction parameter
pB53a(12a)d 2/Ro

2! with reference to the behavior of a reso-
nant shear layer containing 1 mm radius ‘‘warm’’ vapor-air
bubbles withvB0G

* 50.28 andYV50.4 at a pressure of 35 kPa and
temperature of 331 K. The results clearly show that the general
features of the flow stabilization near bubble resonance conditions
remain essentially unchanged also at higher temperatures and that
an increase of the void fractiona results in a substantial reduction
of the spatial amplification rate of the flow perturbations, with just
minor modifications of the instability region in the frequency
spectrum. This finding agrees well with the results for pure air
bubbles and with the physical interpretation of the parameter

Fig. 7 Spatial attenuation rate k i* of a shear layer with ‘‘warm’’
bubbles in the compressibility regime as a function of the ex-
citation frequency v* for several values of the bubble vapor
mass fraction YV . In all cases: vB0G

* Ä36.5, aÄ0.01, Ro*Ä0.01,
p oÄ40 kPa and RoÄ1 mm. The incompressible flow solution
„aÄ0… is also shown for comparison.

Fig. 8 Spatial attenuation rate k i* of a shear layer with ‘‘cold’’
bubbles in the resonant regime as a function of the excitation
frequency v* for several values of the bubble vapor mass frac-
tion YV . In all cases: vB0G

* Ä0.39, aÄ0.00075, p oÄ6 kPa and

Ro*Ä0.1.

Fig. 9 Spatial attenuation rate k i* of a shear layer with ‘‘warm’’
bubbles in the resonant regime as a function of the excitation
frequency v* for several values of the void fraction a. In all
cases: vB0G

* Ä0.28, p oÄ35 kPa, YVÄ0.4 „ToÄ331 K…, and Ro*
Ä0.1.
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pB53a(12a)d2/Ro
2 as an indicator of the importance of bubble

dynamic interactions~d’Agostino and Brennen@4–6#, d’Agostino
et al. @16,18#, d’Auria et al. @17#, d’Auria et al. @20#!. Since the
sound speedcM

2 is inversely proportional toa, the stabilizing ef-
fect of higher void fractions is also fully consistent with the well-
known behavior of parallel compressible flows at increasing Mach
numbers.

Blasius Boundary Layer. We next consider the spatial sta-
bility of a Blasius boundary layer in water containing either air or
air-vapor bubbles. The orthogonalization method by O’Drury@47#
and Davey@22# has been used, together with the shooting proce-
dure previously developed for the inviscid case, to deal with the
diverging and stiff nature of viscous stability problems at high
Reynolds numbers. The code has been validated against the
single-phase incompressible results by Jordinson@48# and Ng and
Reid @49# for both the spatially and temporally growing oscilla-
tions. As for the inviscid case, the presence of vapor-air bubbles is
expected to contribute to the flow stabilization through the effect
of compressibility and the increase of energy dissipation~both
thermal and viscous! associated with the bubble dynamic re-
sponse, especially near resonance conditions where the amplitude
of the bubble oscillations is large.

We first illustrate the effects of the presence of air bubbles in
the flow. As an example, Fig. 10 reports the spatial attenuation
rate k̃i as a function of the excitation frequencyṽ for a Blasius
boundary layer with Reynolds number Re550,000, void fraction
a50.01, at several pressures ranging from 1 to 20 kPa and con-
taining 1 mm radius air bubbles in the compressible region of the
response spectrum. The general features of the viscous solution
are qualitatively similar to the inviscid case. As expected, com-
parison with the single-phase incompressible solution confirms
that the compressibility of air bubbles promotes the stability of the
flow. The results also indicate that the stabilizing effect is quite
moderate except for pressures on the order of 1 kPa, when the
bubble compliance has raised enough for the pressure perturba-
tions to be able to excite a significant response of the bubbles. The
influence of bubble compressibility on the same boundary layer
flow at different pressure levels is well illustrated in nondimen-
sional form by the marginal stability diagrams of Fig. 11 for sev-
eral values of the pressure parameterpP5d2Apo /rL/RonL . Ap-
preciable stabilization only takes place for Re.104 and small
values ofpP , both of which promote the interaction of the per-
turbation flow with the bubble response by increasing the pressure
disturbances and the bubble compliance, respectively.

Next we examine the influence of bubble resonance phenomena

on the flow stability. From the expression of the quasi-static natu-
ral frequency of a gas bubble in terms of the pressurepo

vB05A 3po

rLRo
2 1

4S

rLRo
3

it follows that discrimination of resonance effects in flows of wa-
ter with air bubbles is practically impossible even at the lowest
pressures because the surface tensionS shifts the bubble natural
frequency in the region of Re.106, where the resonant behavior
of the bubbles is effectively masked by the dominant influence of
compressibility. However, bubble resonance effects become
readily apparent if the surface tension is neglected (S50), a situ-
ation not realistic for water-air systems, but nevertheless quite
useful to illustrate the potential impact of bubble resonance on the
fluid dynamic stability of parallel bubbly flows of nonpolar liquids
~like most cryogenic rocket propellants!, which are characterized
by low surface tension.

An example of the effect of bubble resonance on the neutral
stability of Blasius layers in water containing air bubbles with
zero surface tension (We50) is shown in Fig. 12. All points of
the two-phase flow solution correspond to weakly super-resonant
excitation frequencies according to the above equation, whose
trace on the diagram would be represented by a negative exponen-
tial curve just below the instability region. The higher damping
associated with resonant bubble oscillations manifests its usual
tendency to stabilize the flow by inducing a moderate reduction of
the region of instability at all frequencies and Reynolds numbers,
especially in the lower part of the diagram near the curve corre-
sponding to bubble resonance conditions. For the same reason, the
critical Reynolds number increases beyond its incompressible
flow value, delaying the threshold for the onset of spontaneous

Fig. 10 Spatial attenuation rate k̃ i as a function of the excita-
tion frequency ṽ for a Blasius layer in water containing air
bubbles in the compressibility regime „ṽ™ṽB0… at several val-
ues of the pressure p oÄ1, 5 and 10 kPa. In all cases: aÄ0.01
and RoÄ1 mm. The single-phase incompressible flow solution
„aÄ0… is also shown for comparison.

Fig. 11 Neutral stability curves of the Blasius layer of Fig. 10
for pRÄ7.5, pBÄ1.67 and several values of pPÄ56,000,
126,000, and 252,000. The single-phase incompressible flow
solution „aÄ0… is also shown for comparison.

Fig. 12 Neutral stability curves of single phase and two-phase
Blasius layers containing pure air bubbles in water for pP
Ä400, pBÄ0.034, pRÄ7.5 and WeÄ0
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self-sustained oscillations of the boundary layer. As the pressure
parameterpP is increased, the bubble resonance curve crosses the
central portion of the instability region and, for an appropriate
choice ofpP andpB , divides it in two separate lobes~Fig. 13!. In
this case, the presence of two overlapping regions of instability
indicates the existence of two competing most unstable modes,
and therefore the possible occurrence of sudden transitions~mode
jumping! as the Reynolds number varies across the coexistence
region. Therefore, the presence of resonant air bubbles can sub-
stantially modify the spectral behavior of the unstable perturba-
tions, but the magnitude of its impact on the neutral stability of
the flow remains relatively modest.

On the other hand, the flow stabilization is much larger in the
presence of vapor-air bubbles, in accordance with the results ob-
tained in the inviscid analyses. Typical examples of the marginal
stability curves for Blasius layers with vapor-air bubbles in water
are plotted in Fig. 14 for a fixed value of the composition param-
eter pY5YV /YV* and several values of the pressure parameter
pP . It appears that also in the viscous flow case cold bubbles
~corresponding to lower values ofpP! are more stabilizing than
warm bubbles. This result confirms the different dynamic behav-
ior of bubbly cavitating flows in the presence of significant ther-
mal effects. Similar stabilization of the flow is also manifest when
the vapor concentration in the bubbles is increased toward its
critical value at constant pressure (pY→1), as illustrated in Fig.
15. In both cases the marginal stability curves close at high Rey-
nolds numbers and the unstable region becomes progressively
smaller. Notice, however, that the changes of the critical Reynolds
number and of the corresponding unstable frequency are relatively
modest. Hence, the presence of vapor-gas bubbles in the boundary
layer is expected to effectively damp unstable perturbations with-
out significantly affecting their frequency. More importantly, no-
tice that the instability region eventually disappears for low exter-
nal pressures and when the vapor mass fraction approaches the
critical value for the quasi-static stability of the bubbles. These

conditions approximately correspond to travelling bubble cavita-
tion. Hence, the present theory predicts that the occurrence of this
form of cavitation should tend to make Blasius boundary layers
unconditionally stable at all Reynolds numbers and frequencies.
This result is at least not qualitatively inconsistent with the ap-
pearance of travelling bubble cavitating boundary layers on lifting
surfaces, where the occurrence of transition to fully developed
turbulence is usually delayed to the bubble collapse region of the
flow.

Limitations
We now briefly examine the restrictions imposed to the previ-

ous theory by the various simplifying assumptions that have been
made. Specifically we shall discuss the limitations due to the in-
troduction of the continuum model of the flow, to the applicability
of the parallel flow assumption to the stability analysis of travel-
ling bubble cavitating flows, to the use of the linear perturbation
approach in deriving the solution, to the neglect of the relative
motion between the phases and of the local pressure perturbations
in the neighborhood of each individual bubble.

For the continuum approach to be valid the two phases must be
minutely dispersed with respect to the shortest characteristic
length of the flow, here either the layer thicknessd or the wave
length l'1/kr of the perturbations in the streamwise direction.
Hence the unperturbed bubble radiusRo is required to satisfy the
most restrictive of the two conditions:Ro /d!1 and krRo!1.
Together with the assumption of a bubble population with uni-
form equilibrium radius, this is probably one of the most stringent
limitations of the present analysis.

The parallel flow assumption implies that the layer thickness
and the unperturbed bubble radius can be approximated as con-
stant for the purpose of assessing the flow stability. Although
none of these conditions is rigorously met in most bubbly cavitat-
ing flows, the first one has been found to yield results in good
agreement with the experiments in barotropic fluids and is usually
accepted in the stability analysis of quasi-parallel flows. On the
other hand, the assumption of constant bubble radius implies the
invariance of the flow pressure and is approximately verified in
bubbly cavitating flows with small curvature, like free shear lay-
ers, jets and wakes, but also in more complex boundary layer
flows on lifting surfaces, where the cavitating portion of the suc-
tion side is often designed for nearly constant pressure coefficient.

The perturbation approach simply requires thatuR̂/Rou!1, a
condition that can safely be assumed in the analysis of incipient
instabilities of laminar flows.

In order to estimate the error associated with the neglect of
local pressure effects due to the dynamic response of each indi-
vidual bubble, we consider the pressure perturbation experienced
by one bubble as a consequence of the growth or collapse of a
neighbor

Fig. 13 Neutral stability curves of single phase and two-phase
Blasius layers containing pure air bubbles in water for pP
Ä620, pBÄ0.034, pRÄ7.5 and WeÄ0

Fig. 14 Neutral stability curves of single phase and two-phase
Blasius layers containing air-vapor bubbles in water for pB
Ä1.67, pRÄ7.5, pYÄ0.987 and several values of pP

Fig. 15 Neutral stability curves of single phase and two-phase
Blasius layers containing air-vapor bubbles in water for pB
Ä1.67, pRÄ7.5, pPÄ56000 and several values of pY
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where R5Re$Ro1R̂(y)ei(kx2vt)% is given by the solution of the
stability problem. To the same order of approximation used to
develop the present analysis, comparison with the global pressure
change:

p̂52rLRo~2vL
22 ivL2l1vB

2 !R̂

then shows that the local pressure perturbations are unimportant
if:

UD p̂

p̂ U'a1/3U vL
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Since the nondimensional damping coefficientj5l/vB of reso-
nant bubbles is on the order of 10 percent or higher in most
practical situations, this condition is generally satisfied in flows
with void fractiona,0.01.

Finally, in order to address the error introduced by the neglect
of the relative velocity between the two phases, let us consider the
equation of motion for a bubble of negligible mass~Voinov @50#!
with Stokes’ viscous drag:

Du

Dt
2

1

3

DuB

Dt
1

1

R

DR

Dt
~u2uB!5

2nL

R2 ~u2uB!

whereuB is the velocity of the bubble. Linearizing as before and
assuming also foruB a perturbation solution of the formuB

5Re$U1ûBei (kx2vt)%, one obtains:

Uû2ûB

û U5 2

A11~6nL /vLRo
2!2

!1

Hence, relative motion effects are unimportant whenvL

!nL /Ro
2, a condition that is typically verified even by resonant

bubbles, especially in low pressure cavitating flows.

Summary and Conclusions
As anticipated in the introduction and confirmed by the present

theory, the dynamics of vapor-gas bubbles is strongly coupled
through the pressure and velocity fields with the overall dynamics
of parallel bubbly flows, both viscous and inviscid, and under
suitable conditions dramatically increases their fluid dynamic sta-
bility. The bubble response to the periodic perturbations of tran-
sitioning flows introduces compliance, dissipative and inertial
phenomena, and leads to the identification of four different exci-
tation regimes, here designated as compressible, thermal, resonant
and super-resonant.

Compressibility effects play a significant role at all frequencies
except for super-resonant excitation, and become dominant in the
low frequency limit. They act in favor of the flow stability by
absorbing part of the perturbation energy and by generating the
deformations necessary for final dissipation by irreversible phe-
nomena. Their importance increases with the bubble compliance,
and therefore at low pressures and high vapor concentrations. In
vapor bubbles the pressure is strongly related to the temperature
through the saturation conditions and significant differences arise
between the stability of parallel flows with cold and warm cavi-
tation bubbles.

Resonance effects originate from the dynamic balance between
the compliant elastic response of the bubble contents and the in-
ertia of the surrounding liquid. They are typical of bubbles with
significant amount of noncondensable gas and become important
when the excitation frequency of the bubbles is comparable with
their natural frequency of oscillation. For this to happen relatively
low values of the flow pressure and the surface tension are in
general necessary. The occurrence of resonance amplifies the dy-
namic response of the bubbles increasing the energy dissipation,
and therefore has a stabilizing effect the flow.

Thermal effects are generated by the compression/expansion of
the noncondensable gas in the bubbles and, more so, by the
evaporation/condensation of the vapor at the interface. They in-
volve irreversible transfers of heat in the presence of finite tem-
perature gradients and represent the major source of energy dissi-
pation, especially in bubbles with high vapor mass fractions.
Therefore, they also efficiently promote the flow stability, in par-
ticular when combined with large bubble compliance or resonance
effects.

The linear stability of two-dimensional parallel inviscid free
shear layers and~viscous! Blasius boundary layers containing
vapor-gas bubbles has been examined and a suitable sets of non-
dimensional parameters have been proposed to account for the
effects of the various physical parameters of the two-phase mix-
ture. As expected, it has been observed that bubbly flows are
always more stable than single-phase ones. Computations show
that the presence of pure air bubbles in water has a moderate
influence on the behavior of the flow stability and that such an
influence is mostly due to the greater compressibility of the flow
caused by the presence of the finely dispersed gaseous cavities. In
flow configurations of practical relevance, the resonant coupling
with the inertial dynamics of bubbles containing only noncon-
densable gas is prevented by the presence of the surface tension.
When the latter is neglected and the flow pressure is sufficiently
low, it is possible for the natural frequency of the bubbles to
approach the excitation frequency of the flow perturbations. This
occurrence is responsible for strong spectral deviations of the flow
stability from both the compressible and incompressible solutions,
but the overall magnitude of its effects on the marginal stability
limits of the flow is relatively modest.

When the presence of vapor in the bubbles is explicitly consid-
ered, the effects on the flow stability increase dramatically, espe-
cially at low pressures and high vapor concentrations. The results
of the stability analysis clearly indicate that bubbles with high
vapor mass fractions are far more effective in dissipating the en-
ergy subtracted from the perturbation field because of their greater
compliance and the higher damping introduced by phase changes
at the bubble interface. These mechanisms are enhanced by the
reduction of the bubble pressure—and consequently the
temperature—and are responsible for significant differences in the
linear stability of parallel flows with cold~inertial! and warm
~thermal! vapor-gas bubbles. Unconditional stability is predicted
in the travelling bubble cavitation limit for low external pressures
and vapor mass fractions approaching the critical value for the
quasi-static stability.

The present theory has been derived under fairly restrictive
simplifying assumptions and therefore it is not expected to pro-
vide an accurate description of the stability of real parallel bubbly
flows. However, the results of this investigation identify the fun-
damental physical mechanisms responsible for the interaction of
the perturbation field with the dynamics of the bubbles and reveal
a number of effects which may be of importance in real bubbly
and cavitating flows. Even the very simple geometry of the flows
considered here can nevertheless provide an introduction to the
study of flows of great technical interest. Bubbly cavitating flows
of similar geometry occur in many fields of applied hydrodynam-
ics such as the study of pump blades, propellers, lifting surfaces,
valves, etc. In these flows the present theory might contribute to
shed some light on the influence of the presence of the bubbles on
the fluid dynamic stability, on turbulent transition and other re-
lated boundary-viscous effects, on the most appropriate ways for
controlling the flow development, and on the possible choice of
more suitable parameters and laws for efficient scaling of un-
steady bubbly and cavitating flows.
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Appendix
The quantityE(vL) in the expressions of the damping coeffi-

cient and the natural frequency of the bubbles is given by:
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wherez is the evaporation/condensation coefficient defined as the
fraction of the vapor molecules impinging the bubble interface
that condense on the liquid.

Nomenclature

c 5 sound speed
cp 5 constant pressure specific heat

DVG 5 binary diffusion coefficient
i 5 imaginary unit
k 5 wave number

Le5x/D 5 Lewis number
p 5 pressure

QV 5 latent heat of vaporization
R 5 bubble radius
R 5 gas constant
S 5 surface tension
t 5 time

T 5 temperature
u 5 flow velocity vector
u 5 x-velocity component
U 5 laminar flow velocity
v 5 y-velocity component
x 5 streamwise coordinate
y 5 transversal coordinate
Y 5 mass fraction
a 5 void fraction
d 5 layer thickness
g 5 specific heat ratio
l 5 damping coefficient
m 5 viscosity
n 5 kinematic viscosity
j 5 nondimensional bubble damping coefficient

r 5 density
x 5 thermal diffusivity
z 5 evaporation/condensation coefficient
v 5 angular frequency

Subscripts

B 5 bubble
G 5 gas

VG 5 vapor-gas
i 5 imaginary

L 5 liquid, Lagrangian
M 5 mixture
o 5 unperturbed
r 5 real
S 5 saturation
V 5 vapor
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Spectral Characteristics of
Sheet/Cloud Cavitation
Cavitation observations were made using a highly instrumented 2D NACA 0015 hydrofoil
mounted in a specially designed water tunnel. It was found that the dynamic character-
istics of the cavitation vary considerably with various combinations of angle of attack and
cavitation number,s. At higher angles of attack, two types of flow unsteadiness are
observed. At lows, a low frequency shedding of cloud cavitation results in a strong
oscillation in lift and Dp at a Strouhal number, based on chord length, fc/U, of about
0.15. This frequency is relatively insensitive to changes ins. Ass is raised, the harmonic
content of the oscillations changes significantly. A spectral peak at much higher frequency
is noted that increases in frequency almost linearly with cavitation number. Similar be-
havior is noted in the lift fluctuations.@S0098-2202~00!02503-7#

Motivation
Although sheet cavitation has been the object of intense studies

over the years, several aspects have not fully been investigated.
Examples are the nonstationary load due to cavitation, and the
influence of the test facility on such studies.

From a design point-of-view the minimum use of structural
thickness in order to reduce blockage effects gives reason for
concerns about nonstationary loading and subsequent fatigue
problems. Another topic is the linkage between shedding physics
and other deleterious cavitation phenomena like noise and ero-
sion. For rotating machinery a substantial number of harmonics
can be naturally present as pressure pulsations. These pulsations
can be coupled with sheet cavitation/cloud shedding phenomena,
resulting in strong vibrations.

An example of such phenomena has been found in the six-
bladed high pressure fuel turbopump~HPFTP! used in the space
shuttle. Vibration was noted at side band frequencies of 6V6b,
where b is in the range 0.1V to 0.3V ~V being the rotational
speed!. This phenomenon is apparently due to the modulation of a
lower frequency oscillation at the blade passing frequency. The
data of Yamamoto@1# suggest thatb/V is given by

b

V
50.3As ~pumps! (1)

suggesting that cavitation dependent oscillation phenomena are
occurring in the flow passages.

Although the rotational speeds are very different, the specific
speed of Francis turbines are comparable to that of the HPFTP.
Hence the cited phenomena are important in the operation of hy-
droturbines as well. As the power market is being deregulated in
both the U.S. and Europe, the power plant owners will probably
be more inclined to run their turbines in cavitating regimes. This
operation will be justified by the fact that repair costs will be
relatively less compared to the high prices achieved in high power
demand periods over the year.

There is, however, an economic limit to operation in the cavi-
tating regime. Major damage can occur, such that the success of

such an operation is dependent on a monitoring system that can
sense the intense sheet/cloud cavitation. The construction of such
a monitoring system is dependent on detailed knowledge of the
impact of sheet/cloud cavitation on the structure and especially
with regard to nonstationary blade loading. The study presented in
this paper examines the consequence of this type of cavitation,
suggesting dimensionless parameters as a design tool. The experi-
mental results also provide generic knowledge on how to improve
cavitation monitoring systems.

Relation to Erosion Research
Many researchers have recognized that the basic physics of

erosion in pumps and turbines can be simulated by experiments
with partially cavitating hydrofoils in a water tunnel~Avellan
et al. @2# Bourdon et al.@3#, Avellan and Dupont@4#, Abbot et al.
@5#, Le et al.@6,7#!. These studies indicate that maximum erosion
occurs at the trailing edge of a cavity. The cavitation cloud at the
trailing edge contains complex vortical structures that are highly
erosive. Several investigators have noted that the erosion process
is modulated at a frequency that depends on the cavity length, i.e.,
f l /U;0.3. This modulation will be easily detected with the de-
tection schemes used in this study.

Kato et al.@8# performed a series of tests using two different
sized foils having an NACA-0015 cross section. Using soft in-
dium inserts mounted on the suction side of the hydrofoil, they
were able to quantify the erosion rate using the pit counting tech-
nique. They also found that they could simulate either bubble
cavitation or sheet cavitation by simply changing the angle of
attack. The so-called ductile probe technique was developed by
Hackworth and Arndt@9# for application to measuring cavitation
erosion on full scale ship propellers~Hackworth@10#!. A compari-
son between weight loss and pit counting techniques was studied
by Simoneau et al.@11# who have also used hydrofoil tests to
develop a unique electrochemical technique for monitoring cavi-
tation erosion. This technique is suitable for monitoring erosion in
both turbine models and full scale turbines. This work was ex-
tended by Bourdon et al.@3# who demonstrated through labora-
tory tests and field experience that hydrofoil cavitation provides a
good simulation of hydroturbine cavitation. They used both the
electrochemical detection method and the vibratory monitoring
technique originally developed by Abbot@12# and Abbot et al.
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@13#. Thus, there is ample evidence that cavitation erosion in hy-
droturbines can be simulated using cavitation hydrofoil tests in a
water tunnel.

Experimental Methods
All the experiments were carried out in the St. Anthony Falls

Laboratory ~SAFL! high speed water tunnel. This tunnel~de-
scribed in Arndt et al.@14#! has several unique features, including
the ability to remove as much as 4 percent by volume of injected
air. This feature was useful in a previous study of the favorable
effects of minimizing cloud cavitation erosion with air injection
~Arndt et al.@15#!. This feature also permits rapid change of dis-
solved gas content. Gas content can be changed in the range 2
ppm–15 ppm in about four hours. The test section is separated
into two parts by a thin plexiglass sheet. The lower section is 190
mm square and 1250 mm in length and handles flows up to 30 m
s21 in velocity. The upper tank contains stagnant water in which
an array of hydrophones is mounted. This barrier between the
flow and the hydrophones is approximately acoustically
transparent.

The hydrofoil designed for this project is similar in overall
configuration to hydrofoils being used for other cavitation studies
~Arndt et al.@14#!. It is approximately 2D, spanning the test sec-
tion in the vertical direction with an NACA-0015 cross section. It
is mounted in the test section on a circular plug allowing for a
setting at any desired angle of attack. A force balance can also be
fitted at this position. The overall dimensions are 190 mm in span
with an 81 mm chord. Both instrumented and plain foils can be
inserted in the test section~Fig. 1!.

The instrumented foil, shown in Fig. 2, is fitted with a row of
11 static pressure ports. At another spanwise position the foil is
fitted with interchangeable instrumented inserts. One type of in-
sert consists of an array of conductivity probes for void fraction
measurements. This instrumentation can be replaced by a second
insert consisting of an array of piezoelectric film transducers as
described in Arndt et al.@16#. Finally, a third insert can be used in
the same position that is machined of commercially pure alumi-
num for pitting studies. In addition to this pressure instrumenta-
tion, two Entran EPX transducers are flush mounted in the circular
plug in which the foil is mounted. They are positioned symmetri-
cally with the chord-line at mid position and are 65 mm~0.8 c!
apart.

As shown in Fig. 1, the basic instrumentation used in this study
consisted of hydrophones, accelerometers, flush mounted piezo-
electric transducers, and video recording. Two hydrophones were
mounted in the water tank above the test section. The acoustic

path between the foil and the hydrophones was one of constant
acoustic impedance. An array of 19 flush-mounted piezoelectric
pressure transducers was incorporated into a removable section of
the suction side of the foil. These were not used in the study
described herein, but will be used in subsequent investigations.

Velocity measurements were made using a TSI Color Burst
LDA/LDV system with a beam splitter and an IFA Processor in
the backscatter mode.

Experimental Results

Static Pressure Distribution. A comparison between the
measured pressure distribution and the computed pressure distri-
bution, Cp versusx/c, is shown in Fig. 3. In making this com-
parison, a bias error in the reading of the angle of attack was
discovered for one of two mounting plugs. It was found that the
best fit between the experimental and theoretical data sets was
achieved when a bias error of22 deg was applied to the angle of
attack readings. This bias correction, presumably due to a protrac-

Fig. 1 Test setup

Fig. 2 View of instrumented foil „left … and mounting plug with
transducer positions shown „right …

Fig. 3 Comparison of measured and theoretical pressure dis-
tribution on a NACA 0015 foil
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tor mounting error, has been made in all subsequent plots in the
paper. In general, the agreement between experiment and theory is
good, placing additional confidence on the accuracy of the ma-
chining process.

Cavitation Mapping. Figure 4 contains a pictorial display of
the various types of cavitating flow that were observed at various
combinations of angle of attack,a, and cavitation number,s.
These observations were made on a carefully polished and anod-
ized foil. It is important to note that several different cavitating
regimes occur depending on the combination ofs and a. The
demarcation between ‘‘inception’’and2Cpm ~computed! varies
such thats i is always less than2Cpm , as expected. At low angle
of attack, say less than 4 deg, only bubble cavitation occurred. At
intermediate angles of attack, cavitation inception is in the form of
patchy cavitation. Further lowering of cavitation number results in
sheet cavitation that is dominated by relatively low oscillations,
f c/U50.2. At higher angles of attack,a>6 deg, a more complex
sequence of events occurs. The flow is still dominated by sheet
cavitation. However, the characteristic frequencies of oscillation
increase with increasings, as will be shown in subsequent plots.
Sheet cavitation with large scale break-off of cavitation clouds is
also observed. A significant variation in the dynamics with varia-
tions in s was noted ata58 deg.

Cavity Length. The measured cavity length at various angles
of attack is presented in Fig. 5 in the form ofl /c versuss/2a.
These data are compared with previously collected data for an
NACA 0015 hydrofoil with an elliptic planform of aspect ratio 3
by Arndt et al.@15#. The comparison is made by adjustings/2a
for the 3D data to equivalent 2D values, using standard lift line
theory. For an elliptic planform with an aspect ratio of 3, the
correction is

F s

2aG
2D

50.6F s

2aG
3D

(2)

Also plotted is the partial and super-cavitation theory of Wa-
tanabe et al.@17#.1 All the data agree except for the 2 deg data.
The discrepancy at 2 deg is not unexpected since careful inspec-

tion indicates that bubble cavitation occurs at this angle of attack.
Considering the assumptions made in the theory, the agreement
with experiment is quite good. It is also noted that agreement
between the 2D foil and the elliptic planform foil is quite satis-
factory, suggesting that a quasi-2D theory might be good estimate
for cavity length for elliptically loaded foils.

The data in Fig. 5 can be fitted by a straight line and extrapo-
lated to l /c50. From this extrapolation, a simple prediction for
the inception of sheet cavitation is obtained

s i.17a ~a in radians! (3)

This relation appears to fit the observations reasonably well in the
range (2 deg<a<8 deg).

Spectral Characteristics. Large variations in the spectral
characteristics of the flow are noted at a fixed angle of attack as
the cavitation index is varied. This is seen in Fig. 6. This presen-
tation utilizes the Joint Time-Frequency Analysis~JTFA! of
ramping tests. These specific experiments were made keeping the
flow at a constant rate while allowing the system pressure to vary
linearly over time. The measured data are the suction side pres-
sure obtained with the Entran transducer. The JTFA used can be

1Courtesy of Professor Watanabe who applied his cavitating flat plate theory to
our test setup. The effects of blockage are apparently minimal since the theory agrees
well with the theory of Acosta@18# for an unconfined flat plate.

Fig. 4 Mapping of cavitation regimes. The lines l ÕcÄconstant
are obtained from a linear fit to the cavity length data in Fig. 5.

Fig. 5 Cavity length

Fig. 6 JFTA of suction side pressure transducer at 7 degrees
angle of attack. The intensity of the color denotes the ampli-
tude. St Æfc ÕU.
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considered as a Short Time Fourier Transform, described by the
following inner product equation~Qian and Chen@19#!

STFT~ t,v!5E s~t!g~t2t !e2 j vtdt (4)

wherey can be considered a window function centered att i ands
is the measured signal. If the ramping rate is sufficiently small, the
results are equivalent to the usual FFT.

Figure 6 clearly visualizes the characteristic change in the fre-
quency domain. It is also important to note that Fig. 6 is a com-
posite JTFA plot, containing data collected over different values
of velocity. This indicates that Strouhal scaling is appropriate. In
the cited examples, it was found that there was a good correspon-
dence between the frequency characteristics in the ramping ex-
periments and those measured under steady state conditions but
over a range of cavitation numbers.

At cavitation number less than about 1~l /c>0.73, Type I
mode! a strong spectral peak exists~indicated by a bright red
orange color! at a Strouhal number,f c/U of about 0.15 that is
independent of cavitation number. It was also noted that the low
frequency peak appears to be independent of angle of attack as
well as cavitation number. This is illustrated in Fig. 7 that is a
composite plot of Strouhal number for the low frequency peak as
a function of cavitation number for various values of angle of
attack.

At values of cavitation index greater than about 1~l /c<0.73,
Type II mode!, a higher frequency, albeit weaker spectral peak
dominates. The Strouhal frequency of the weaker tone is almost a
linear function of cavitation number. If cavity length scaling is
used, the data indicate that this weaker peak corresponds to a
constant Strouhal number,based on cavity length, of about 0.3.
Note the transition occurs at anl /c of about 0.73. This behavior is
predicted by Watanabe et al.@17#. They refer to type II modes as
l /c,0.78 and type I modes forl /c.0.78. The instability of the
type I modes is caused by negative cavitation compliance. Both
types of spectral characteristics are more evident ata>6 deg.
These observations are also in agreement with numerical simula-
tions that are being carried out in a companion study by Professor
Song and his colleagues.

Lift Fluctuations. Recent numerical simulations by Song and
He,2 in a companion study, indicate that pressure side cavitation
will occur at positive angle of attack. This was found to be true.
Periodic pressure side cavitation is observed to occur under cer-
tain conditions. It is conjectured that this is due to lift fluctuations
associated with the periodic shedding of cavitation clouds that are
large vortical structures. A negative lift fluctuation is associated
with each shed structure. Lift fluctuations were observed as
predicted.

Further studies were made using the two flush mounted Entran
EPX transducers at the base of the foil to measure instantaneous
values of the pressure difference between the suction and pressure
sides of the foil. The main intention for using this transducer
configuration is to have an independent metric for fluctuating lift,
since the frequency response of the lift/drag balance may not be
high enough to properly resolve the lift dynamics over the fre-
quency range of interest.

In order to verify the use of this transducer configuration as a
metric for lift, several tests have been performed. The pressure
difference measured by the two transducers under noncavitating
conditions were compared with the theoretical lift coefficient. It
was found thatDp is proportional toCl as expected. For the
dynamic verification, theDp measurements have been correlated
with an Entran EGAX accelerometer mounted inside the hydro-
foil. The specifics of this verification will not be reported here, but
the dynamics in theDp frequency domain did correspond to the
demodulatedaccelerometer response in the lift-direction.

In comparing the measured lift withDp as a function of cavi-
tation number, Fig. 8, we can see fundamental differences. At
every angle of attack studied, the lift monotonically decreases
with decreasing cavitation index, whileDp peaks at a certain
value of the cavitation index before a sudden breakdown occurs.
The increase ofDp just before breakdown is due to a more rapid
decrease in suction side pressure than the corresponding pressure
side pressure. At lower cavitation numbers, the opposite trend
occurs, now the pressure side experiences a higher rate in pressure
drop as the cavitation index is decreasing. This trend is probably
related to the placement of the two pressure transducers. How-
ever, the average and dynamic characteristics of lift and pressure
difference have been found to correlate well with each other.

Although the exact physics behind theDp measurements has
not been completely resolved,Dp does appear to be a good indi-
cator of the variation in the cavitation dynamics withs. At rela-
tively high values of cavitation number, a relatively high fre-
quency signature is noted, with frequency following an almost
linear dependence on cavitation number. At low values of the
cavitation number, a strong tone is dominant at a relatively low
frequency that is almost independent of cavitation number. This
dynamical feature was noted over a range of angle of attack. Mea-
surements to date indicate that the peak inDp occurs at a value of
l /c where transition from Type I to Type II modes is predicted by
Watanabe~see Fig. 5!. It is also interesting to note that the addi-
tional spectral content noted in the lift fluctuations at higher val-
ues ofs is also predicted in the numerical analysis.2Unpublished work I.

Fig. 7 Composite plot of type I peak frequency obtained at
various angles of attack

Fig. 8 Average and dynamic characteristics of lift and pres-
sure difference have been found to correlate well with each
other. The abscissa of the power spectra is in Strouhal number,
fc ÕU.
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Wake Characteristics. An important consideration is the
wake characteristics behind a cavitating hydrofoil. During the cur-
rent study, LDV measurements were made in the wake of the foil
in cavitating and noncavitating conditions. Velocity profiles were
obtained at several cross-sections downstream of the trailing edge
of the foil. Mean velocity data were obtained and analyzed for a
variety of conditions~s and a!. To date, two different types of
analysis have been performed. These analyses provide insight into
the problem of predicting bubbly wakes due to cavitation. The
basic idea for both methods is an observed increase in measured
data rate when bubbles are passing through the LDV measurement
volume. This increase is, in general, greater than 10 times that for
noncavitating conditions.

Wake Velocity Measurements.Mean velocity profiles for
cavitating and non-cavitating conditions are presented in Fig. 9~a!.

The data are presented in a form suggested by the similitude of
turbulent wakes

~U ref2u~y!!

U ref
Ax

c
5 f F y

Axc
G (5)

wherex is distance from the trailing edge,y is the distance normal
to the flow measured from the center of the wake,c is the chord
length andU ref is the velocity at the edge of the wake. It is clearly
evident that the rate of spreading of the wake is significantly
larger under cavitating flow conditions. This effect has been also
reported by other workers in the field~Kubota et al.@20#!. This is
consistent with visual observations. When cloud cavitation is
present, large vortical structures containing numerous bubbles are
shed into the wake. These clouds of bubbles extend much further
in the cross stream direction than the viscous wake associated
with noncavitating flow.

Much of the important physics in the process are obscured by
the averaging process. While the noncavitating LDV signal re-
sembles a typical turbulence signature, the cavitating signal is
skewed towards lower velocity. The strong negative fluctuations
in velocity are due to the imprint left by the periodic passage of
vortical clouds of bubbles. This imprint of the ‘‘debris’’ from the
cavitation process extends much further from the wake centerline
than a typical viscous wake. This is graphically illustrated in the
numerical simulations of Song and He shown in Fig. 11. It should
also be pointed out that averaged numerical data also agree very
well with data shown in Fig. 9~a!, for both cavitating and non-
cavitating flow. This is shown in Fig. 9~b!. In the case of cavitat-
ing flow, it is important to note that the numerical simulations fit
the data close to the trailing edge, but deviate from the measure-
ments further downstream. It is conjectured that this is an effect of
dissolved gas that has come out of solution. The numerical model
considers only vapor that will condense downstream, while gas
bubbles will persist in the wake.

It is also natural to conclude that the gas content in the wake
will show a cyclic behavior. By also considering the fact that
bubbles are counted more efficiently than naturally occurring
LDV seeds in the flow, the average velocity will contain more
weight from the shed bubbles. This has an effect on the LDV
measurements that still needs to be resolved. However, the obser-
vation that the wake spreading is significantly more pronounced
with cavitation is still qualitatively correct.

Fig. 9 Mean velocity comparison with and without cavitation.
yÄ0 is taken to be that of maximum velocity deficit for the
noncavitating case. „a… Measured data. „b… Numerical simula-
tions of Song and He.

Fig. 10 Comparison of lift dynamics with the FFT of data rate
in a cavitating flow. The fundamental frequency corresponds to
a Strouhal number, fc ÕUÄ0.15.
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Dynamics of Cavitation Based on LDV Measurements.The
observed cyclical increase in the data rate can be exploited. It was
found that a plot of data rate versus time could give additional
information regarding cavitation dynamics. The data rate is de-
fined as the time elapsed between two acquired valid samples by
the LDV system. In order to process data automatically the de-
scribed data set is smoothed by creating a curve for the date rate
versus time that is uniformly spaced in the time-domain. This was
accomplished by using interpolation functions in MatLab. The
smoothed set is then processed in a regular FFT algorithm. In
comparing the LDV frequency domain fingerprint with the corre-
sponding lift, similarities are found. This is shown in Fig. 10.

When analyzing these data we must keep in mind that the re-
sults from the LDV are based on a point measurement. The exis-
tence of higher harmonics as seen clearly in the lift spectrum, can
be interpreted as an uneven and 180 deg out phase shedding in the
spanwise direction of the foil. However, when the same tendency
shows up in the data rate spectrum it is reasonable to believe that
the super-harmonics are based on a locally occurring cavitation
shedding phenomenon. At higher cavitation numbers, the cavita-
tion regimes start to consist of, as visually observed, shedding of
apparently independent and smaller swirling cavitating structures.
It is very important to note that these features appear to be cap-
tured by the numerical simulations. By comparing numerical and
experimental data, an approach toward calculating the bubbly
wakes behind cavitating hydrofoils is emerging.

Summary
Cavitation observations were made using a 2D NACA 0015

hydrofoil. It was found that the dynamic characteristics of the
cavitation vary considerably witha and s. At higher angles of
attack, two types of flow unsteadiness are observed. At lows,
l /c>0.78, a low frequency shedding of cloud cavitation results in
a strong oscillation in lift andDp at a Strouhal number,f c/U, of
about 0.15. This frequency is relatively insensitive to changes in
s. As s is raised,l /c<0.78, the harmonic content of the oscilla-
tions changes significantly. A spectral peak at much higher fre-
quency is noted and frequency varies almost linearly with cavita-
tion number. This corresponds to a constant Strouhal number
based on cavity length of about 0.3.

Similar behavior is noted in the lift fluctuations. It is significant
to note that the harmonic content of the lift fluctuations is more

complex, since more harmonics are noted over a range of sigma
corresponding to well below cavitation breakdown to slightly
lower than cavitation dessinence. At relatively high values ofs,
two frequency peaks in lift are noted that are both higher in fre-
quency than the strong peak noted at low values ofs. A typical
range of sigma over which the marked change in dynamic behav-
ior is noted is 0.5<s<1.25.These observations are in very good
agreement with numerical simulations, providing encouragement
that even complex cavitation behavior can eventually be
simulated.

Observations in the wake of the cavitating hydrofoil indicate a
significant effect of the shedding of clouds of bubbles into the
flow. This effect is so strong that fluctuations in the data rate of
the LDV measurements can be used to measure the frequency of
shedding. Numerical simulations appear to capture much of the
fundamental physics,leading to the conclusion that a model for
calculating the bubbly wake behind a cavitating hydrofoil can be
developed.
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Nucleation and Bubble Dynamics
In Vortical Flows
The cavitation inception process in trailing vortices has been studied for several years.
One of the important findings from these studies is the strong sensitivity to nuclei size and
number as well as significant viscous effects. In order to understand the nucleation and
bubble growth process in more detail, a photographic study was conducted with the aim
of developing high quality visualizations of the dynamical growth of bubbles.
@S0098-2202~00!00403-X#

1 Introduction
Tip vortex cavitation has been extensively studied in order to

reduce or limit its occurrence. McCormick@1# conducted one of
the first systematic studies of tip vortex cavitation inception. He
developed a semi-empirical relation by assuming that the radius of
the vortex core is proportional to the boundary layer thickness on
the pressure side. His hypothesis resulted in the relation

s i5~a2a0!n Rem (1)

wherea is the angle of attack and Re is the Reynolds number.
Recent studies carried out over the past decade have refined this
relationship

s i5KCl
2 Rem2

T

1

2
rU2

(2)

where the effects of flow unsteadiness have been suppressed~see
Arndt @2# for a review!.

McCormick found thatn51.4 andm50.4 in Eq.~1!. Maines
and Arndt@3# found that 0.059<K<0.073, depending on the foil
cross section, andm50.4 in Eq.~2!. This is reasonable agreement
with other studies, e.g., Fruman@4#. Arndt and Keller@5# suggest
that the discrepancy between the exponent of 1.4 in Eq.~1! and
the exponent of 2 in Eq.~2! is due to tension effects that were not
considered in McCormick’s study.

The dependence of cavitation inception on liquid tension is pri-
marily an effect of nuclei distribution. It is well known that tip
vortex flow is very sensitive to the size and number of nuclei in
the on-coming flow. Lingeul and Latorre@6,7# indicate that
spherical bubbles in the free stream are attracted to the tip vortex
with the rate of attraction related to vortex strength, initial bubble
size and distance from the core centerline. In a more recent study,
Chahine@8# numerically examined bubble growth characteristics
during vortex capture and cavitation inception for varying liquid
tension. He found significant differences in bubble growth behav-
ior when comparing the capture of bubbles with large growth rates
and low surface tension to bubble capture with small growth rates
and surface tension. Since nuclei typically range in size from a
few microns to several hundred microns in diameter a significant
level of tension,T, can result before inception occurs~Arndt and
Keller @5#, Arndt and Maines@9#!.

The focus of this paper is to develop a model of bubble growth
during cavitation inception within a wing tip vortex for varying
water quality. This work summarizes a portion of a larger pro-
gram on the study of tip vortex cavitation inception. Complemen-
tary investigations performed include topics on the viscous effects
on cavitation inception~Maines and Arndt@3#!, the singing of a

fully cavitating vortex ~Maines and Arndt@10#!, and computa-
tional studies to detail the tip vortex flow field~Song and Chen
@11#! and bubble dynamics at inception~Wang @12#!.

2 Experimental Method
Two hydrofoils of elliptic planform with aspect ratio 3 but dif-

ferent cross sections were used for this study. The hydrofoil sec-
tions chosen were a NACA 662-415a50.8, and a modified
NACA 4215 ~designated herein as NACA 4215M!. This variation
in cross-section results in dramatically different boundary layer
characteristics at equal lift coefficients~Maines and Arndt@3#!.
Two sets of each foil were constructed. The smaller set had a root
chord c, of 81 mm and a half span, b, of 95 mm while for the
larger setc5129.4 mm andb5152.4 mm. Both sets of hydrofoils
were used for observation of the bubble dynamics and lift and
drag measurements. A companion study on ‘‘vortex singing’’ as-
sociated with fully developed cavitation also used the same setup
~Maines and Arndt@10#!.

Testing was conducted at three water tunnel facilities, two at
the Saint Anthony Falls Laboratory~SAFL! each having a 190
mm square cross section~Arndt et al. @13#! and the other at the
Versuchsanstalt fu¨r Wasserbau in Obernach, Germany~VFW!
with a 300 mm square cross section~Arndt and Keller@5#!. Sev-
eral methods were used to study the bubble dynamics within the
tip vortex. These included high speed movies, high speed video,
and a newly developed still photographic technique. Noise pro-
duced by inception was recorded simultaneously with both the
high speed video and still photographic techniques.

Observations of the bubble dynamics were performed for sev-
eral values of velocity, vortex strength, and water quality. At
SAFL, high speed movies were filmed with a Fastax camera at
framing rates up to 6000/s~Maines and Arndt@14#!. The flow was
saturated with air to provide a sufficient cavitation event rate so
that each film could record numerous events. Data were collected
using the NACA 662-415 at a velocity of approximately 10.3 m/s
and at an angle of attack of (a2a0)'9deg. High speed video
were recorded using a Kodak Ektapro 1000 Motion Analyzer and
Imager for the NACA 4215M at two different lift coefficients over
a range of velocities. Two recording sessions were performed.
The test schedule was first conducted in weak water~high air
content! and then repeated in strong water after degassing. Data
were obtained by fixing the velocity and lowering the pressure
until inception occurred. In weak water, inception was anticipated
to occur close to the tip, thus a close-up lens was used to increase
magnification of the early stages of inception. A standard 50 mm
lens was used for recording cavitation in strong water. The lens
configuration and lighting restrictions limited framing rates in
weak water to 4000 fps. Framing rates in strong water were 6000
fps.

An improved method to examine the bubble dynamics was also
developed to complement the high speed movies utilizing a still
photographic technique based on the ideas of Keller@15# and Cec-
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cio and Brennen@16#. The high speed movie camera imposed
several limitations such as low resolution~16 mm format!, a lim-
ited maximum framing rate~6000 fps! and a variable elapsed time
between each successive frame. Since the duration of each roll of
film was only one second, the random nature of cavitation at
inception made data collection expensive. This new system how-
ever, is based on 35 mm format film to provide high quality im-
ages and is activated by individual cavitation events. Equivalent
framing rates of 40,000/s have been obtained in practice. Photo-
graphs of bubble dynamics for both the NACA 4215M and
662-415 were obtained at two lift coefficients and velocities.

The new system consists of a laser beam ‘‘trip wire,’’ a
threshold/delay circuit, strobe lighting, and a standard 35 mm
camera with extension bellows. As a nucleus or bubble enters the
vortex core and cavitates, it passes through the laser beam, scat-
tering light which triggers the delay circuit. At the end of the
delay, the strobe lights are flashed. Test section pressure and ve-
locity are recorded simultaneously with the flash of the strobe
light using pressure transducers. Approximately 12 pictures were
taken for each delay time so bubble characteristics could be en-
semble averaged. Several delay times at each test condition then
provided a history of the bubble trajectory, and growth behavior
during inception. Photographs were obtained using bulb exposure
and high speed film. Thus, relatively high cavitation event rates
were necessary to reduce the length of time the shutter was open.
Great care was taken to reduce reflected laser light or ambient
light from over exposing the film. The same laser trip wire tech-
nique was used at Obernach where observations were made with
the aid of a Kodak 4540 high speed video camera using framing
rates as high as 18,000 fps.

Analysis of all photographic data, both video and still, was
performed by digitizing each image and subsequently measuring
the bubble length, diameter, and location. Still photographs were
digitized using a Nikon LS-3510AF 35 mm film scanner at a
resolution of 0.012 mm/pixel to 0.022 mm/pixel corresponding to
the magnification of the original photo. High speed video images
were digitized using a MIROVideo-D1 frame grabber with reso-
lutions of 0.098 mm/pixel for weak water and 0.161 mm/pixel for
strong water. A complete uncertainty analysis was performed with
details given in Maines@17#. Approximately 500 different cavita-
tion events were studied in total.

3 General Observations of Bubble Growth and
Capture

The first stage of cavitation inception is capture of a nucleus of
critical size by the vortex. The primary source of nuclei is the free
stream. However, Arndt et al.@13# have observed that under cer-
tain conditions separation bubbles can become supersaturated and
provide additional nuclei to the flow. This is important since sepa-
ration bubbles have been observed to interact with the tip vortex
flow as discussed in Maines and Arndt@3#.

Upon capture, the shape of a bubble during growth is highly
dependent on the surrounding pressure field. During the growth
phase, the bubble in a vortex experiences large radial pressure
gradients but only small pressure gradients in the axial direction.
Thus one can expect bubble growth in a tip vortex to be non-
spherical. Maines and Arndt@14# described tip vortex cavitation in
terms of four different phases. A spherical nucleus is first drawn
into the vortex core, apparently from the free stream, and then
grows as a spheroidal bubble. As the bubble travels downstream,
growth in the radial direction~perpendicular to the vortex axis! is
arrested while the bubble continues to grow at an almost constant
rate of change in its length as shown in Fig. 1.

Growth in the axial direction is somewhat analogous to radial
growth of a spherical bubble in a constant pressure field. As time
increases, the bubble travels downstream while the elongation rate
decreases. This behavior is consistent with an adverse axial pres-
sure gradient very close to the tip as observed experimentally by
Fruman et al.@4# and in the numerical simulations of Song and

Chen @11#. The numerical simulations predict large axial varia-
tions in pressure while the experimental data show smaller axial
changes. However, both experiment and simulation indicate that
the minimum pressure occurs very close to the tip.

Direct experimental observation of capture is extremely diffi-
cult due the small size of the nuclei and their velocity. Thus nu-
merical studies have been used primarily to study nuclei capture
~Lingeul and Latorre@6,7#, Chahine@8# and Song and Chen@11#!.
Simulations by Lingeul and Latorre indicate that spherical bubbles
in the free stream are attracted to the tip vortex with the rate of
attraction related to vortex strength, initial bubble size and dis-
tance from the core centerline. Capture distance downstream from
the wing tip decreases with increasing bubble size and vortex
strength and with decreasing initial radial distance from the core.
Thus capture near the wing tip requires a flow field with a high
nuclei population of large initial radii. This type of nuclei distri-
bution is referred to as weak water.

Chahine’s numerical studies extended Lingeul and Latorre’s
work by using a three-dimensional model which allowed the
bubble to deform while being captured. He examined capture of
bubbles with large growth rates and low surface tension~herein
referred to as Case I!, and those with both small growth rates and
surface tension~Case II!. In Case I, bubbles were observed to
spiral around the vortex while being drawn toward the center.
During growth, large deformations were observed with a reentrant
jet forming directed toward the centerline. The presence of the
re-entrant jet indicates that bubble collapse or splitting may occur
before elongation as a cylindrical bubble. A possible example of
Case I behavior was observed while filming with the high speed
movie camera. Figure 2 shows a brief sequence of a large bubble
being captured from the pressure side of the foil. The bubble
grows spherically outside the vortex core in the first three frames
to a large diameter and then dramatically deforms in the last
frame. Although no re-entrant jet is observed, a large change in
bubble shape occurs once the bubble moves toward the centerline
of vortex core.

In Case II of Chahine’s numerical study, large nuclei with low
growth rates may experience extreme elongation, wrapping
around the viscous core region while spiraling inward. Figure 3 is
the trajectory of such a case obtained with the high speed video
camera. One must imagine the three-dimensional trajectory this
plot represents. The bubble enters the frame from the pressure
side and rotates about the core centerline twice before being in-
gested into the center. Video images indicated that growth was
slow and became mildly elongated before reaching the vortex
centerline.

However, most cavitation events in this study were observed
initially along the centerline of the core as a spheroidal or cylin-
drical bubble which then elongated along the vortex axis. Once on
the core centerline, no helical motion was observed in the high

Fig. 1 Typical observed bubble growth, sÄ4.7
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speed videos and movies. An example of the latter stages of in-
ception depicted with a series of photographs is shown in Fig. 4.
This series was obtained using the laser trip wire technique and
clearly shows the cylindrical bubble growth. Each photograph de-
picts the bubble which best describes the average at that particular
time. These photographs provide excellent detail not possible with
the high speed video or movie camera. Close examination reveals
surface irregularities and two different types of end caps. The
bubble tail, downstream end, may either appear somewhat spheri-
cal or have a pointed tip. In general, the bubble nose appears
somewhat spherical. In addition, these photographs suggest that
bubble splitting and bubble coalescence may occur throughout the
inception process.

Bubble elongation rates have been observed to vary from 1 to
almost 5 times the free stream velocity. At low elongation rates,
the bubble slowly elongates while traveling downstream. As the
elongation rate increases, the bubble nose is observed to remain
stationary or at the largest elongation rates, travel upstream
against the flow. Naturally, the tail then travels downstream at
velocities much higher than the free stream. Little is known about
the modification of the flow field by the presence of the bubble.
However, simulations of the single phase flow suggest that sig-
nificant pressure field variations exist along the bubble. As the
bubble extends downstream and enters a higher pressure zone,
elongation rates decrease as shown in Fig. 1. This characteristic of
bubble growth becomes more pronounced as lift coefficient in-
creases. At this final growth stage, the high speed video images
show that a short segment of the bubble tail is likely to split from
the main bubble. The split segment is then observed to travel
downstream at a rate greater than the main bubble. Small seg-
ments continue to break off until a significant portion of the
bubble has moved into the high pressure region. At this point, the
remainder of the bubble collapses and then rebounds.

Water quality was varied from very weak to quite strong where
tension of the order of one atmosphere is sustained before incep-
tion occurs. The highest bubble growth rates occurred in strong
water. Figures 5 and 6 are samples of 179 plots that were prepared

Fig. 2 Capture of a large nucleus

Fig. 3 Typical nucleus trajectory. „Uncertainty in position Á1
percent …

Fig. 4 Cylindrical bubble growth with different values of
Cl „NACA 662-415, UÄ6 mÕs; Uncertainty: x Õc0Á1 percent,
ClÁ1.5 percent …

Fig. 5 Typical bubble growth data obtained in strong water
with the high speed video. „Uncertainty Estimates: x Õc0ËÁ1
percent, for L Ä10 mmÁ3.5 percent, for L̇Ä40 mÕsÁ2.5 percent …
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from the high speed video sequences obtained in one of the SAFL
tunnels. The differences in bubble growth in weak and strong
water are evident. Note also that the leading edge of the bubble
remains relatively fixed in place while the tail of the bubble con-
tinues to expand downstream. In addition, bubble growth is influ-
enced by the position of capture. This is illustrated in Fig. 7. Not
only is the bubble growth significantly different in weak or strong
water, but it is also observed that, in the case of strong water,
capture and inception can occur a significant distance down-
stream. In this case the leading edge of the bubble is observed to
move upstream to finally stabilize at the same position observed
with weak water.

4 Bubble Growth Rates
During the course of these experiments cavitation was generally

observed only in the later stages of inception after the captured
nucleus began growing as a cylindrical bubble. Each photograph
or video frame was digitized, and length, diameter, and position
were measured subject to the uncertainty discussed previously.
For all conditions and events, once the bubble began rapidly elon-
gating lengthwise no helical motion was observed indicating that
the bubble was stabilized. Only lengthwise growth rates will be
discussed.

There are many factors that enter into bubble growth rate. Fig-
ure 8 is a compilation of bubble growth data obtained in different
facilities with different water quality and different observational
techniques. As already stated, water quality, lift coefficient, and
position of capture are important variables. However, there are
certain features of the growth process that are generic. It was
observed that the bubble radius reaches an equilibrium value
while the length changes at a constant rate. This is due to the
strong radial pressure gradient that quickly arrests radial growth.
Centrifugal forces and surface tension are thus balanced by the
internal pressure. The end caps, however, see a pressure differen-
tial and thus continue to expand. A simple model was derived in a
manner analogous to the derivation of the Rayleigh-Plesset equa-
tion utilizing work-energy principles.

As in the case of spherical bubble growth, the kinetic energy
was simply related to the wall velocity of the bubble, or simply

KE5
1

2
Mv2 (3)

where it is assumed thatM is the mass of the fluid displaced by
the bubble, andv is equal to the bubble wall velocity. For our
case, the bubble expands in the axial direction.

A control surface analysis for the simple case of a bubble elon-
gating in a uniform stream does indicate that for low elongation
rates, Eq.~3! may be a reasonable estimate of the kinetic energy in
the fluid. Details of this analysis are given in Maines@17#. Thus
rate of change of kinetic energy becomes

dKE

dt
5

1

2
Ṁ L̇21ML̇L̈ (4)

whereL is the bubble length. It is now left to determine the added
mass of the cylindrical bubble. For the spherical case, the added
mass is easily found. As in the spherical case, the cylindrical
bubble is a constant pressure surface, however the radius of cur-
vature varies along the surface. Unfortunately, the location of this
surface is in general unknown. Simple representations such as a
Rankine body or half body which are not constant pressure sur-
faces are thus poor models for the cylindrical bubble. To circum-
vent this problem, we assume that the added mass of the cylindri-
cal bubble is simply related to volume asM;cmprr b

2L. Note,
however, that the bubble shape ratio (L/r b), does not remain con-

Fig. 6 Typical bubble growth data obtained in weak water with
the high speed video. „Uncertainty Estimates: x Õc0ËÁ1 percent,
for L Ä5 mmÁ4 percent, for L̇Ä20mÕsÁ2.0 percent …

Fig. 7 Effect of capture location on elongation rates. „Uncer-
tainty Estimates: x Õc0ËÁ1 percent, for L Ä5 mmÁ4 percent …

Fig. 8 Bubble growth data obtained in different facilities with
different water quality and different observational techniques.
HSVÄHigh Speed Video, CSP ÄConditionally Sampled Photos.
„Uncertainty Estimates: U Ä6 mÕsÁ0.75 percent, CSP: L Ä10 mm
Á0.5 percent, HSV Strong: L Ä10 mmÁ3.5 percent, Weak:
LÄ10 mmÁ2 percent …
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stant as is the case for a spherical bubble. This expression for
added mass can not be expected to be valid for very long bubbles.
As mentioned before, the work done in elongating the bubble
occurs only at the spherical end caps, thus

Rate of Work54pr b
2DpL̇

where Dp5pi2p` (5)

andpi andp` are the internal and external pressure respectively.
Combining Eqs.~4! and ~5! yields

cmL̈L1
cm

2
L̇25

4Dp

r
(6)

which is very similar in form to the Rayleigh-Plesset equation for
spherical bubbles.

In a Rankine vortex, the pressure in the axial direction is con-
stant. Equation~6! is therefore analogous to the Rayleigh-Plesset
equation for a constant pressure differential. Thus the elongation
rate is1

L̇

U
5A 4Dp

cm

1

2
rU2

(7)

The added mass coefficient,cm , can be easily estimated from
typical experimental values forL̇ andDp. Numerical simulations
and experimental data suggest thatcm is the order of 1. The maxi-
mum tension at inception can be determined from the difference
between the values ofs at inception of strong and weak water.
However, this estimate did not always work well particularly in
weak water where bubble growth was often observed at values of
s>s i . This is not clearly understood at this time. However, an
alternate form ofDp can be determined that takes into account to
some degree the influence of the bubble on the pressure field in
the core of the vortex. Since observations indicate that the bubble
radii are always less than the viscous core radius, solid body ro-
tation can be assumed in the region of the bubble. The rate of
rotation,V is proportional to the circulation,G. Hence an estimate
of the tension is given by

Dp.rS G

a2D 2

r b
2 where G5

1

2
CLUco (8)

Substitution of Eq.~8! into Eq. ~7! yields

L̇

U
;CL

r b

co
S co

a D 2

(9)

As illustrated in Fig. 9, Eq.~9! is used to compare the data
shown in Fig. 8. Although there is a general collapse of the data,
the scatter is considerable and is disappointing. However, this is
not unexpected in light of all the environmental factors that enter
into the bubble growth rate. Although the simplicity of Eq.~7! has
appeal, it does not describe how much tension can be sustained
before inception occurs. Clearly this factor depends on water qual-
ity ~nuclei content!. Arndt and Keller@5# and Maines@17# have
observed that, for a given water quality, the sustainable tension
increases with increasing lift coefficient. This is illustrated in Fig.
4, where bubble growth is compared at two different lift coeffi-
cients, but at the same velocity. Comparison is made at each in-
stant when the cavitation bubble is at the same relative position in
the vortex. Both cavity length and bubble radius are larger at the
same relative position. This infers that the tension is greater at the
higher lift coefficient as suggested by Eq.~9!. Measurements of
tension over a range of lift coefficient by Arndt and Maines@18#
also confirm this observation. They found that tension, normalized
to measured tension determined with a cavitation susceptibility

device, varied almost linearly with lift coefficient. It is interesting
to note that the tension sustained during inception in strong water
is only comparable to tension measured with the cavitation sus-
ceptibility meter at high lift coefficient.

Only approximate agreement with experiment, using these
simple models, is obtained. This suggests that a more complex
approach is necessary. As Chahine@8# points out, numerical meth-
ods offer the best hope of solution. The main complication of the
analytical models arises from the requirement that the bubble is a
constant pressure surface with nonspherical end caps. This sug-
gests a surface integral approach or boundary element method.

5 Conclusions
A simple, but effective, photographic technique has been devel-

oped to obtain high quality images of the growth process at
equivalent framing rates as high as 40,000 fps. Bubble growth
rates obtained in this manner agreed favorably with those obtained
with high speed video. This new still photographic technique pro-
vides not only accurate growth information but also provides an
excellent library of high quality images of bubble shape during the
inception process. This technique circumvents some of the uncer-
tainties encountered with high speed video because of its rela-
tively poor spatial resolution.

With a sufficiently large supply of nuclei, inception is observed
to occur close to the tip of the hydrofoil. Bubble growth in the
radial direction is rapidly stabilized at a radius that is somewhat
smaller than the viscous core. Bubble growth continues in the
axial direction at a rate proportional to the free-stream velocity
and the square root of the tension sustained before inception.

When the size and number of nuclei are suppressed, relatively
large values of tension can be sustained, and the observed location
for inception becomes intermittent, with the inception location
being equally likely at 0.05<x/c<1.0. Numerical calculations
~unpublished! confirm this trend.
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Nomenclature

a 5 vortex core radius, m
c 5 chord length, m

cm 5 added mass coefficient
Cl 5 lift coefficient, Cl52l /rU2c

l 5 lift per unit span, N/m
L 5 bubble length, m
m 5 exponent for Re
M 5 added mass, kg
n 5 McCormick exponent fora

pv 5 vapor pressure, Pa
p` 5 pressure at infinity, Pa
r b 5 bubble radius, m
Re 5 Reynolds number,Uc/v
T 5 liquid tension, Pa
U 5 flow velocity, m/s
a 5 angle of attack

a0 5 angle of zero lift
s 5 cavitation number,s52(p`2pv)/rU2

v 5 kinematic viscosity, m2/s
r 5 liquid density, kg/m3
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Cavitation Nuclei and Bubble
Formation—A Dynamic
Liquid-Solid Interface Problem
A model of the formation of cavitation nuclei is developed assuming local detachment of
the liquid at locations of concave solid surface topography. The detachment is attributed
to diffusion of gas molecules into the interfacial liquid, where the liquid-solid bonds are
strained due to interfacial tension in the liquid. Calculations indicate that attached inter-
facial voids may grow into stabilized cavitation nuclei as a consequence of broad-band
resonance, excited by external sources of noise or vibration in the whole range of fre-
quencies up to the MHz regime. The gas content in the liquid and the amplitude and
frequency of the sound field determine a balance between rectified diffusion of gas into the
void and diffusion out of it due to the excess pressure in the void. In strong acoustic fields
and in supersaturated liquids the voids may grow into bubbles that detach and form free
gas bubbles.@S0098-2202~00!01503-0#

1 Introduction
Cavitation nuclei were suggested by Harvey et al.@1# to be gas

pockets stabilized in conical cracks and crevices of submerged,
hydrophobic solid surfaces. The model explains several features
characteristic of cavitation inception, but most solid surfaces are
not observed to be hydrophobic, and generally they exhibit a
wavy surface structure rather than conical cracks and crevices.
Further, e.g., the dependence of inception on temperature is not
explained by the Harvey model.

In a revised model~Mo”rch @2#! it is suggested that at locations
of concavesolid surface topography, interfacial liquid tension sets
up tensile strain in the bonds between the interfacial liquid and the
solid, and that here diffusion of gas molecules from the bulk of
the liquid into the orderly structured layer of interfacial liquid
causes the strained bonds to break one by one, i.e., locally the
interface develops a hydrophobic character. At locations ofcon-
vextopography, interfacial liquid tension supports the liquid-solid
contact. Further, the convex topography is expected to weaken the
orderly structure outside the first layer of interfacial liquid so that
gas molecules have reduced probability of being caught at the
interface. This supports a hydrophilic interface character at con-
vex locations. Investigations by force spectroscopy of water-
stainless steel interfaces have indicated that interfacial voids occur
~Mortensen et al.@3#!, but their relation to the topography of the
solid is not yet established experimentally.

Diffusion of gas into a void formed by detachment of the liquid
from a concave solid surface might explain that at the pressure at
which the liquid is saturated with gas, a planar liquid-gas interface
developed. Normally, however, such an interface would not sat-
isfy the angle of attachment at the locus of solid-liquid-gas con-
tact, and it would contract to form a convex gas-liquid interface.
At static conditions this interface would shrink by preferential
diffusion of gas from the void to the liquid. However, as sound
and vibrations are present in most flow systems it is appropriate to
consider the dynamics of an attached void. The present paper
shows that an attached void may be at resonance, or close to
resonance at arbitrary frequencies up to the MHz-regime when its
radius of contact, the contact angle of the gas-liquid interface and
the total void volume are suitably related. In such cases, rectified
diffusion may ensure a diffusion balance as required to maintain

the void as a stable spherical segment. The calculations reveal that
at locations of concave solid surface topography small, almost
planar attached voids with a very small sub-volume below the
plane of attachment may grow by resonance vibrations into much
larger voids shaped as segments of spheres, attached at appropri-
ate contact angles.

The model of cavity nucleation presented in this paper applies
to solid-liquid interfaces in general, i.e., it applies to the nuclei at
solid surfaces normally termed ‘‘surface nuclei’’ and to those
‘‘free stream nuclei’’ ~Brennen@4#! which develop at solid par-
ticles embedded in liquid flows. Often such particles are of diam-
eter up to 25mm ~Crum @5#!, and they may develop cavitation
nuclei which cover concave parts of the particle surfaces. It is
characteristic that when solid particles are filtered out from the
liquid its tensile strength increases greatly~Greenspan and
Tschiegg@6#!. The model is not relevant to other sorts of free-
stream nuclei.

2 Interfacial Liquid
Water between surfaces of mica and silica exhibits effects of an

orderly structure~Israelachvili and Pashley@7#!, and computer
simulations of water at Pt~100! and Pt~111! surfaces show that
around 300 K the interfacial layer of water molecules has an es-
sentially solid-like structure, while the next layer is relatively or-
derly and biased toward hexagonal ice-1, though essentially
liquid-like. The third layer is only weakly biased toward hexago-
nal ice-1~Xia et al. @8#!. This supports the theory that water ex-
hibits a more or less ice-like structure also when adjacent to nor-
mal solid surfaces. The more orderly the structure, the smaller its
coordination number, and it favors the migration of gas molecules
into such domains. At concave surface elements, the convergence
of the surface normals strains the structure of the interfacial liquid
right at the solid surface so that the molecular bonds are weak-
ened. Therefore gas molecules present in the structure tend to
break the bonds. Thus, it is expected that at locations of high
concave curvature, solid surfaces tend to be hydrophobic and that
here an appreciable interfacial liquid tension occurs. At locations
of convex curvature, where the surface normals diverge, the or-
derly character of the structure is reduced already beyond the first
interfacial layer of water. This supports hydrophilicity, but inevi-
tably hydrophilicity also depends on the molecular structure of the
solid surface itself. These considerations explain why dissolved
gas in combination with particles in the liquid~Greenspan and
Tschiegg@6#! or bounding solid walls is important for the tensile
strength of the liquid.
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3 Resonance of an Attached Void
Let us consider an axisymmetric, concave solid surface from

which the liquid has detached locally so that a gas filled void has
developed, the detached liquid-gas interface being a segment of a
sphere of radiusSo and centered atO as shown in Fig. 1. It is
attached to the solid along a circle of radiusRo , at an angleuo
~the segment angle! with the horizontal plane. The void volume
consists of the volume of the spherical segment and the sub-
volumeVs below its plane of attachment. The conditions of reso-
nance for this void will be investigated. The vibrating interface
itself and the motion of the liquid outside the interface can be
modeled by the volume flow from a dipole as

qd• l 5Mo sin vt (1)

and superposed by a monopole given as

qm52
2 cosuo

So

Mo sin vt (2)

which cancels the disturbance from the dipole atu5uo . Both are
located atO and considered for radiir>S5So1dS(u,t), where
dS(u,t)5dS(u,t)d1dS(u,t)m is the local liquid-gas interface
displacement from equilibrium and the subscriptsd andm indicate
the components related to the dipole and the monopole, respec-
tively. The local displacement of the liquid-gas interface of the
void becomes

dS~u,t !5dS~0,t !d~cosu2cosuo!. (3)

The velocity field in the liquid space is given by a radial com-
ponent as

ur5u~0,t !dFcosuS S~0,t !d

r
D 3

2cosuoS S~0,t !d

r
D 2G (4)

and a tangential component as

uu5u~0,t !d

sin u

2 S S~0,t !d

r
D 3

. (5)

The locus ofur50 divides the liquid space into two domains,
one having the void-liquid interfacer 5S, 0<u<uo as its inner
boundary. This domain carries the kinetic energy of the liquid
corresponding to that of the real liquid in the half-space bounded
by the real solid surface. The other domain is the one related to
the dipole drain placed inO instead of being a drain at infinity and
to the non-relevant part of the monopole field. Actually, the solid
surface shifts the tangential velocity into a radial flow, but it does
not change the kinetic energy of the liquid field.

During resonance vibrations of the void an energy balance is
maintained between the potential energy of the gas-filled void, its
surface energy, and the kinetic energy of the liquid, so that

]

]t F EVv

Epot dVv1E
Asurf

Esurf dAsurf1E
V l

Ekin dV l G50. (6)

The fluctuations of the void volume are given as

dVv5E
dS~u,t !50

dS~u,t ! E
u50

uo

2pS2~u,t !sin udud~dS~u,t !!

5S ~12cosuo!2dS~0,t !d1
2

3

dS~0,t !d
2

So

~12cosuo!3D pSo
2

(7)

and the changes of the potential energy of the void by

E
Vv

EpotdVv5E ~p`2pg!d~dVv!

5~p`2pg,0!pSo
2F ~12cosuo!2dS~0,t !d1

2

3
~12cosuo!3

dS~0,t !d
2

So
G

1
kpg,0

S p

3 DSo
3~22cosuo~11cos2 uo!!1Vs

•

1

2 S pSo
2F ~12cosuo!2dS~0,t !d1

2

3
~12cosuo!3

dS~0,t !d
2

So
G D 2

. (8)

It is assumed that the gas pressure is expressed aspg5pg,0(Vv,0 /Vv)k.
The change of the surface energy of the void due to its vibration is determined from

E
dS~0,t !d50

dS~0,t !d

Esurf dAsurf5E
dS~0,t !d50

dS~0,t !d

s
d

d~dS~0,t !d!
S E

u50

uo

S2 sin u2pdu D d~dS~0,t !d!

.2psSo
2S ~12cosuo!2

dS~0,t !d

So

1
~12cosuo!3

3
S dS~0,t !d

So
D 2D . (9)

Fig. 1 Concave solid surface with attached void. The liquid-
gas interface is modeled by a dipole superposed by a related
monopole in O.
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Finally, the kinetic energy within the volumeV l bounded by
the void surfacer 5S, 0<u<uo and byur50, which by Eq.~4!
implies cosu5r •cosuo /S(0,t)d , is

E
V l

EkindV l5E
u50

uo 1

2
rE

r 5S~0,t !d

S~0,t !d cosu/cosuo

~ur
21uu

2!2pr 2 sin udr

5G~uo!pru~0,t !d
2S~0,t !d

3 (10)

for uo<90 deg, and where

G~uo!.
1

6
2

5

8
cosuo1cos2uo1cos3uoS 2

13

24
1

1

4
ln cosuoD .

(11)

Inserting Eqs. ~8!–~10! into Eq. ~6! and using p`2pg,0
522s/So we find

d2dS~0,t !d

dt2
52H~uo!•K~Vs* ,uo ,So!dS~0,t !d (12)

whereVs* 53Vs /(2pSo
3) and in which

H~uo!.
~12cosuo!4

12
15

4
cosuo16 cos2 uo1cos3 uoS 3

2
ln cosuo2

13

4 D .

(13)

H(uo) comes from the kinetic energy term and is positive for all
uo while

K~Vs* ,uo ,So!

5
9kp`

2rSo
2S 12

cosuo

2
~11cos2 uo!1Vs* D 1

s

rSo
3

3S 9k

12
cosuo

2
~11cos2 uo!1Vs*

142
8

12cosuoD (14)

may be positive as well as negative in dependence of the void
parameters. The resonance frequencyf o of the attached void is
expressed as

f o5
1

2p
~H~uo!•K~Vs* ,uo ,So!!1/2 (15)

and approaches zero at certain conditions. In such cases the nor-
mally high resonance frequency degenerates and the void be-
comes sensitive to the whole spectrum of low frequency pressure
fluctuations characteristic of general noise and vibrations. A
broad-band resonance occurs.

4 Discussion
We consider a hemispherical void,uo590 deg, and introduce

its radius of attachment expressed as

Ro5So sin uo . (16)

Eq. ~15! now becomes

f o5
1

2p F 9kp`

2rRo
2~11Vs* !

2
s

rRo
3 S 42

9k

11Vs*
D G 1/2

, (17)

which for the case of water-solid interfaces at atmospheric pres-
sure and room temperature and on the assumption ofk51 is
shown in Fig. 2 at selected segment sub-volumesVs* . It appears
that forVs* .1.25 broad-band resonance occurs. Close to this lim-
iting value broad-band resonance is connected to voids with very
small contact radiiRo . As Vs* is increasedRo increases. When

Vs* ,1.25 the resonance frequencies are very nearly those of free
spherical gas bubbles of radiusRo ~Minnaert @9#!, shown as the
curve ‘‘Minnaert.’’

At static conditions a free~spherical! gas bubble shrinks and it
dissolves in a timets ~Epstein and Plesset@10#!, but at oscillating
pressures of frequency high compared tots

21 rectified diffusion of
gas into the bubble may balance its shrinking. Likewise, an at-
tached hemispherical void will shrink at static conditions essen-
tially as the free bubble does, but in cases of resonance vibrations
the shrinking may be balanced by rectified diffusion. A correct
estimate of the conditions for achieving a balance depends on the
resonance conditions and the gas content in the liquid. In Fig. 2
the curve 100/ts is shown to indicate a tentative frequency limit
above which the voids may grow into stabilized cavitation nuclei,
while below such a limit they shrink.

Now, the hemispherical void represents the limit of a self-
stabilizing void. At liquid detachment from a solid the hydropho-
bic interface conditions implicate a small contact angleuo . There-
fore, also small values ofuo are most important in the study of the
growth and shrinking of interfacial voids.

Considering Eq.~15! for lower values ofuo we find qualita-
tively similar resonance curves, exemplified by Fig. 3 in which
uo55 deg and Fig. 4 in whichuo545 deg. Here broad-band
resonance occurs even for vanishingVs* . A physically flat solid
surface does not give rise to detachment, but at solid surfaces with
roughness initial detachment may arise locally at the bottom of
concave surface elements. When gas molecules enter the interfa-
cial liquid and locally make it hydrophobic so that initial liquid
detachment occurs,Vs* is inevitably small, but from Fig. 3 we see
that even then the liquid-gas interface may be stabilized by broad-
band resonance at smalluo corresponding to the local degree of
hydrophobicity. With a large content of dissolved gas in the liq-
uid, the rectified diffusion is strong and the voids may grow and
stabilize at largeRo anduo as apparent from Figs. 4 and 5.

Figure 5 presents curves of broad-band resonance of attached
cavities relatinguo and Ro for selectedVs* . We see that by the
influence of sound and vibrations, essentially planar attached
voids, developed by detachment of the liquid from hydrophobic
concave solid surface structures, and initially with a very small
radiusRo , may develop into significantly larger voids of consid-

Fig. 2 Resonance map for hemispherical voids in water at
concave solid surface elements. p `Ä1"105 Pa, sÄ0.075 NÕm,
kÄ1.
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erable void curvature if the solid surface topography leads to an
increased sub-volumeVs* and the voids are attached at large con-
tact angle. We notice that the actual liquid-gas-solid contact angle
is the sum ofuo and the local angle of the solid surface with the
plane of void attachmentw. Such voids may be in balance at the
locus of attachment if the strength of the liquid-solid bonding
changes with the interface curvature from hydrophobic contact at
concave locations to hydrophilic contact at convex locations as
argued in the above considerations of gas diffusion into the inter-
facial liquid.

We also notice that if an existing void shrinks, e.g., due to a
reduced noise level, it does not necessarily dissolve, but it may
survive as a smaller void of reduced sub-volume, still with a sig-
nificant angle of attachment. The sound level is decisive for the diffusion balance, but even a

small attached void may have a relatively large radius of curvature
of its water-gas interface, so that only a small excess pressure has
to be maintained in the void, and at broad-band resonance a
threshold of rectified diffusion~Safar@11#! may vanish. Stabilized
voids act as cavitation nuclei which at exposure to a sufficient
tensile stress in the liquid explode into large vapor cavities. We
see that these voids are dependent on numerous parameters related
to the solid surfaces and to the liquid as well as to the dynamic
conditions present in the system considered. At normal conditions
of operation most of these parameters are highly statistical, and it
explains that the tensile strength of water—and of liquids in
general—is a highly statistical quantity. In flow systems, such as
water tunnels, the noise level may be quite low, and then shrink-
ing of the interfacial voids could be expected to result in a high
tensile strength of the water within a fairly short period of time,
i.e., at sufficient distance from the propeller. This is not observed
and it might be conjectured that a void, already grown to a large
size on a solid-liquid interface of multiple large and fine scale
roughnesses may be prevented from shrinking due to local pin-
ning at the fine scale roughnesses along its contour of attachment.

In ultrasonic cleaning facilities it is observed that large, e.g.,
millimeter sized bubbles form on the container walls at specific
locations. These locations are interpreted to be corrugations that
supply a significant sub-volume below relatively large, attached
voids which have not reached diffusion balance when they have
grown to a hemispherical form at the moderate frequencies ap-
plied, usually in the 20–40 kHz range. Therefore they grow fur-
ther and develop into bubbles attached to the solid surfaces. Small

Fig. 3 Resonance map for spherical segment of angle
uoÄ5 deg

Fig. 4 Resonance map for spherical segment of angle
uoÄ45 deg

Fig. 5 Graph of broad-band resonance conditions in water,
relating void attachment radius Ro to segment angle uo and
segment sub-volume Vs*
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voids do not reach hemispherical form at these relatively low
frequencies, and therefore they do not develop into regular
bubbles.

When intensive, high frequency sound is applied, e.g., 1 MHz,
large numbers of small bubbles are generated throughout the liq-
uid. These bubbles are supposed to develop from sites on the
numerous micrometer and sub-micrometer size particles normally
present in a liquid. The initial voids formed here must be notably
smaller than the particles themselves. It requires high frequencies
for such voids to develop beyond a hemispherical form and ex-
pand into small free bubbles as actually observed in the bulk of
water.

It is apparent from the above analysis that attached voids de-
veloped at solid surfaces are closely related to the gas content of
the liquid and to the roughness of the surfaces. This agrees well
with experimental observations of the influence of these param-
eters on the tensile strength of water and on cavitation inception
~Briggs @12#, Keller @13,14#!. A remarkable influence of tempera-
ture on the tensile strength of water is also observed~Briggs @12#,
Keller @13#!. A maximum value is found at about 10°C in highly
filtered water as well as in technically cleaned water, though the
absolute values of maximum tensile strength in the two cases are
very different. The strength decreases sharply toward very low
values as the freezing point is approached, but only slowly at
increase of the temperature. The present model of void formation
offers an explanation based on the molecular bonding in the in-
terfacial liquid at locations of convex solid surface topography.
Here the number of liquid layers showing bias toward hexagonal
ice-1 structure is expected to increase when the temperature ap-
proaches the freezing point. Therefore, at locations of concave
structure, the liquid layers closest to the solid surface are increas-
ingly strained, and the molecular bonds break and allow void
formation already when the liquid is exposed to a low tensile
stress. The effect of an increased straining in the interfacial liquid
structure set up by reduction of the temperature below 10°C is
much stronger than that obtained by increasing the temperature
correspondingly, because an increase of temperature affects only
the kinetic energy of the molecular vibrations, not the number of
orderly structured liquid layers.
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Nomenclature

Asurf 5 surface area
Ekin 5 kinetic energy per unit volume
Epot 5 potential energy per unit volume
Esurf 5 energy per unit surface area

f o 5 resonance frequency
pg ,pg,o 5 gas pressure in void, mean pressure

p` 5 far field pressure
Ro 5 contact radius of void

r 5 radial coordinate
S,So 5 radius of curvature of liquid-gas interface, mean

radius

t 5 time
ur 5 radial velocity
uu 5 tangential velocity

u(0,t)d 5 velocity of liquid-gas void interface induced by
dipole for u50

Vs 5 void volume below plane of attachment~sub-
volume of spherical segment!

Vs* 5 Vs normalized by the volume of a hemisphere of
radiusSo

dS(u,t) 5 displacement of liquid-gas void interface
dS(u,t)d 5 displacement of liquid-gas void interface by

dipole
dS(u,t)m 5 displacement of liquid-gas void interface by

monopole
u 5 angular coordinate

uo 5 angle of liquid-gas interface at contact point
5angle of spherical segment

k 5 polytropic exponent of the gas in the void
r 5 density of the liquid
s 5 surface tension constant of the liquid
ts 5 time for a spherical cavity to go into solution
w 5 local inclination of solid surface relative to plane

of void attachment
V l 5 liquid space~volume!
Vv 5 void space~volume!

v 5 angular frequency
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Effects of Air Entrainment on the
Ability of Air Vessels in the
Pressure Surge Suppressions
This paper describes a new and efficient model for the study of air entrainment effects on
the responses of a typical horizontal air vessel. The effects of air entrainment on the
pressure surges for unsteady flow in a pipeline system were investigated. Studies showed
that entrained, entrapped, or released gases in the transient fluid system tend to amplify
the first pressure peak, increase surge damping, and produce asymmetric pressure surges
with respect to the static head. The pressure surges showed longer periods of down-surge
and shorter periods of upsurge. The upsurge was considerably amplified and down-surge
was marginally reduced when compared with the gas-free case. With the horizontal air
vessel installed, studies showed that the effects of air entrainment on the maximum tran-
sient pressure can be considerably reduced with an appropriately configured air vessel.
@S0098-2202~00!00203-0#

Introduction
When an air vessel is installed in a pumping system, it is usu-

ally used as an extreme pressure surge protection device for the
unsteady flow conditions~Clarke @1#!. For the present study, the
air vessel has the shape of a horizontal cylinder and it is placed
immediately downstream of the pumps and the check valves. It is
designed to turn high frequency, high pressure transients into low
frequency, low pressure oscillations in the fluid system. The hori-
zontal air vessel has a number of advantages over both the open
top surge tank and the valve type surge suppressor. The air vessel
can be built smaller than the open surge tank with greater damp-
ing effect introduced by the compressibility of the enclosed air.
Environmental problems associated with ambient pollution and
debris in the open surge tank are avoided and less space is gener-
ally required. And, in addition, for concealment in flat terrain, the
horizontal air vessel may prove more attractive as the required
height clearance is much lower than that of the vertical air vessel.
When pumps trip, fluid is drawn from the vessel into the pipeline
and the volume of air within the vessel expands, causing the air
pressure in the air vessel to drop. The rate at which the pressure in
the air vessel drops is dependent on the initial air volume, the
thermodynamic process which the air goes through, and the rate at
which the liquid is being drawn out of the vessel. The ESDU data
and Graze and Horlacher@2# charts provide an estimate of the
initial air volume, Vol.ref required by the air vessel. This initial
estimated volume of the air vessel is usually very much over
estimated and will require computer simulations to optimize its
size and configuration~Martin @3#!. Charts~Fok @4#! can also be
used for the preliminary sizing of an air vessel needed for a pipe-
line system. These charts can be used to determine the size of an
air vessel for a pipeline to keep the maximum and minimum pres-
sures within designed limits~Evans and Crawford@5#!. The air
vessel volume is obtained by giving an allowance factor to the
initial air volume. This allowance is typically in the range of up to
25 percent. Throttling is usually not included in the above selec-
tion of the air vessel size. Graze and Horlacher@2# showed that air
chambers are under utilized if optimum bypass throttling is not
included with the air chamber installation. However, throttling is
usually done on inflow as throttling on outflow into the pipeline
might cause column separation.

Effects of Air Entrainment on Air Vessel Responses
For the air vessel installed on the pipeline at a point B in Fig. 1

the general governing equations can be obtained from Fox@6# and
Wylie et al.@7#. However, at any instant of time, the effects of air
entrainment on the air vessel performances is newly modeled here
through its continuity equation as

APVi 21
k115At~ht!

dht

dt
1APVi 11

k111Kt« i
k11Ap~Vi 21

k112Vi 11
k11!

(1)

whereKt« i
k11Ap(Vi 21

k112Vi 11
k11) is due to the effects of air entrain-

ment. The value ofKt is of the order of 1.4 obtained through field
measurements~Lee and Cheong@8#!.

For the air column inside the air vessel, the general Gas Law
governing the compression and expansion of the volume of air in
the tank is given by~Fox @6#!

Pa
k11@Va

k11#n5Pa
k@Va

k#n (2)

In estimating the gas expansion characteristics within the air
vessel, an appropriate value of the polytropic coefficient of expan-
sion must be selected. Values in the range 1.0 to 1.4 are normally
utilized for n. Thorley and Lastowiecki@9# recommended a value
of 1.3 to 1.4 if little or no heat transfer is expected and values
closer to 1.0 if significant heat transfer occurs, effectively render-
ing the process isothermal. To restrict the inflow into or outflow
from the air chamber, an orifice is usually provided between the

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
April 8, 1999; revised manuscript received March 10, 2000. Associate Technical
Editor: J. Katz. Fig. 1 Pipeline profile
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chamber and pipeline. A ratio of 2.5:1 between the orifice losses
for the small inflow and outflow is commonly used. Allievi@10#,
Angus@11#, and Evans and Crawford@5# are some of the histori-
cal works on the use of air chambers in pumping stations to con-
trol transients generated by power failure to the pumps. Equation
~2! is valid only over a very short interval of time specified by a
Dt value. The value ofn51.0 ~isothermal! is used for ‘‘slow’’
processes whilen51.4 ~adiabatic! is assumed for ‘‘fast’’ transient
systems. The difference in the extreme transient pressure response
of a fluid system can be of the order of 20 percent~Graze and
Horlacher@2#! for different values ofn used.

The wave speed for the fluid system with air entrainment is
given through a newly modified model of Lee and Pejovic@12#

ai
k5Frw~12« i

k!•S 1

K
1

« i
k

npi
k 1

cD

eED G21/2

(3)

The transient computation of the above fraction of air content in
Eq. ~3! along the pipeline depends on the local pressure and local
air volume and is given by

«T
k115S pi
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« i
k and «0
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~b! for pi
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~c! for pi
k11,pg and at a time delay ofKeDt:

« i
k115S pi

k
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D 1/n

~« i
k1aga«g!. (4c)

The present study set the absorption of free gases and the evo-
lution of dissolved gases with a time delay ofKaDt andKeDt,
respectively, and an instant cavitation at vapor pressure under
transient conditions. Typical values used forKa and Ke are
1.000. TheseKa andKe values are currently under fine tuning for
the better prediction of the pressure transients. However, there is
proof in our study to show that bothKa andKe are slightly larger
than 1.000 and thatKa.Ke. For water saturated at atmospheric
pressure the gas release pressure head (Pg) approaches that of the
vapor pressure~i.e., 2.4 m water absolute!. A typical free air con-
tent in sewage at atmospheric pressure is about 0.1 percent; the
free gas content evolved at the gas release head is about 2.0 per-

cent at atmospheric pressure head. The fraction of gas absorption
is aga'0.3 and the fraction of gas release isagr'0.6 ~Pearsall
@13#, Kranenburg@14#, Provoost@15#!. For the comparative study
of constant wave speed cases, the present study assumed«50.000
in the fluid system even when the transient pressure falls below
the gas release pressure~P,Pg at any point!, i.e., the system is
assumed completely free from the influence of entrapped air. The
above model expressions in Eqs.~1! and~2! are very significantly
different from that obtained by Pearsall@13#, Fox @6#, Chaudhry
et al. @16#, and Wylie et al.@7#.

When reversed flow is encountered in the pump, the check
valve is assumed closed. Downstream of each of the above pro-
files is assumed a constant head reservoir. The method of charac-
teristics applied to the above pressure transient problem with vari-
able wave speed (ai) and any grid point~i! along the pipe can be
obtained from Chaudhry et al.@16# or Fox @6#. They will not be
repeated here. The results obtained in this work are for a compu-
tation with mesh pointsN51001. Grid independence studies have
been done previously~Lee and Cheong@12#! and will not be re-
peated here.

Results and Discussion
The effects of air entrainment on pressure transients generated

by the simultaneous pump trip of all pumps operating in a pump-
ing station with the undulating pipeline contour as shown in Fig. 1
were investigated with the horizontal air vessel~Figs. 2 and 3!
installed at point B. The pumping station uses three parallel cen-
trifugal pumps to supply 1.08 m/s of water to a tank 19.7 m above
the sump level, through a 0.985 m diameter main of 4720 m
length. The pumpset moment of inertia~including the flywheel! is
33.30 kgm2 for each of the operating pumps. The air volumetric
void fraction« studied was in the range of 0.000 to 0.030.

Figure 4 shows the typical effects of air entrainment on the
pressure transients at a point A~immediately downstream of the
check valves! and at a point C~at the peak! of the pipeline contour
for six ~6! different air entrainment~«! values. Several distinct
pressure transient characteristics can be observed from the numer-
ous numerical experiments performed:~i! The pressure peak var-
ies with the« and it is above that predicted by the constant wave
speed model~«50.000! with the transient time that occurs differ.
The frequencies of the pressure transient are noted to decrease as
« increases.~ii ! The transient peak pressure increases as« in-
creases from 0.000. However, the increment stops when the air
entrainment value reaches the range of above 0.010, after which
the transient peak pressure began to dip. The initial increase of the

Fig. 2 Horizontal air vessel at location B
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maximum transient pressure, as explained by Lee and Pejovic
@12#, is due to the fact that the lower average wave speed delays
the wave reflection at the reservoir. This delayed reflection would
therefore allow a more complex variation in pressure interaction
to occur in the system, culminating in a peak at a specific transient
interval.~iii ! When air was entrained into the system, the pressure
transient showed long periods of down surge and short periods of
upsurge when compared with the gas-free constant wave speed
case. From past experiences, surge measurements~Jonsson@17#,
Lee and Cheong@8#! indicate that the damping is faster in reality
indicating that more energy dissipating mechanisms than the or-
dinary friction are at hand.~iv! The degree of amplification of the

first pressure peak is dependent upon the rate of deceleration of
the flow after the pump trip. Further investigations show that, for
a given pumpset inertia, the maximum pressure peaks need not
necessarily occur at the minimum or maximum air entrainment
levels ~0.000 and 0.030 respectively in the present study!. It can
occur at an intermediate critical range of air entrainment value.
This range of critical air entrainment value can only be obtained
through numerical experimentation for a given pumping system.

Figure 5 shows the effects of air entrainment on the local varia-
tion of the wave speed with respect to the transient pressure and
time. If there are evolution and subsequent absorption of the gas
in the liquid along the pipeline, the initial increase of the local

Fig. 3 Schematic model and computational characteristic grid of horizontal air vessel at
location B

Fig. 4 Effects of air entrainment on pressure transients. Imme-
diate downstream of check valve „A…: . At the peak location
of pipeline profile „C…: .

Fig. 5 Effects of air entrainment on local wave speeds. Imme-
diate downstream of check valve „A…: . At the peak location
of pipeline profile „C…: .
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wave speed caused by the higher transient pressures at the pump-
ing station may be small but it is very often followed by a delayed
substantial local wave speed and pressure upsurge as shown in
Fig. 5 for various« values. This delayed substantial local wave
speed increase following the pressure upsurge due to gas release
at the gas release head along the pipeline was also observed by
Clarke @1#. The arrival of the substantial pressure upsurge at the
pumping station generates a positive pressure transient with the
resulting increase in local wave speed that travels upstream to-
ward the reservoir. This positive pressure transient raises the wave
speed along the pipeline and the increased positive pressure
causes the free gas present in the flow to dissolve, so increasing
the effective bulk modulus and thus the wave speed~as shown in
Fig. 5!. This positive pressure wave was then reflected off the
downstream reservoir as a negative pressure wave. Due to the
higher pressure upstream of the reservoir, this negative pressure
wave travels rapidly and arrests the high pressure upsurge at the
pumping station. Hence, the substantial pressure upsurge was
present for a short duration. As the surge damping due to losses
and the presence of air content sets in, the pressure down-surge
along the pipeline usually does not subsequently fall below the
gas release head, and a regular oscillating pressure surge with the
resulting wave speed periodic variation will then be observed.
Hence, the entrainment of free air and the release of gas at the gas
release head reduces the local wave speed considerably and pro-
duces a complicated phenomena of reflection of pressure waves
off these ‘‘cavities.’’ The lower local wave speed also increases
the duration of the pressure down-surge as compared with the
duration of the pressure upsurge. The above characteristics were
also observed experimentally by Whiteman and Pearsall@18,19#,
Dawson and Fox@20#, and Jonsson@17#. There are several reasons
given in the literatures for the increase in the peak pressure and
local wave speed during the pressure transient with air entrain-
ment. Jonsson attributed the increase in peak pressure and local
wave speed to the compression of ‘‘an isolated air pocket’’ in the
flow field after the valve closure. Dawson and Fox attributed the
increase in peak pressure and local wave speed to the ‘‘cumulative
effect of minor flow changes during the transient.’’ Through the
numerous numerical experiments performed on the variable wave
speed model, the authors observed that the greater peak pressure
obtained for the variable wave speed model is due to the fact that
lower average wave speed delays the wave reflection at the reser-
voir and thus allows a greater complex variation in pressure inter-
action to occur in the system cumulating with a peak at a specific
transient interval. Falconer et al.@21# also showed through com-
puter studies that it is possible for a low wave speed to increase
the pressure peak, even though a lower wave speed also implies a
reduced change in pressure head for a given velocity change.

Figure 6 analyzes the corresponding effects of the air entrain-
ment on the maximum and minimum volume of resident water in
the air vessel under extreme pressure transient conditions. During
the pressure down surge with«50.000, when the transient water
volume in the air vessel reaches zero for about 20 seconds, the air
vessel is able to recover from the return positive pressure surge
with water re-introduced into the air vessel. Subsequently, there is
no further complete draining of the water inside the vessel. When
the air content is increased to«50.001, the duration of the water
draining down below zero level is considerably reduced to about
10 seconds. For«>0.005, the down draining of the water below
zero level diminished. It should be noted here that down draining
of the resident water in the vessel should be kept to a minimum
whenever possible. If excessive amount of air from the air vessel
gets into the pipeline system, this may caused ‘‘air lock’’ and
column separation problems. Thus, although adequate amount of
air in the air vessel is required to control the maximum magnitude
of the positive pressure surges, there must also be sufficient vol-
ume of water in the air vessel to prevent the resident water from
draining dry during down-surge. Thus, the optimum size and con-
figuration of the air vessel will have to be obtained through nu-

merical simulations at different air entrainment values for the
various extreme pump operations. Numerical experiments also
showed that air vessel is an effective surge suppressor only if the
complementary pumpset inertia is of sufficient magnitude~not
necessary large!. For low pumpset inertia, the rate of decrease of
the pump head was often so rapid that it prevented the air vessel
from having sufficient time to respond in order to minimize the
extreme pressure surges.

Comparison With Field Measurements
Field measurements~Lee and Cheong@8#! were carried for a

simulated case mentioned in this study in order to verify the va-
lidity of the simulations. Monitoring of the transient pressures was
conducted at location A~immediate downstream of the check
valve of the pump! within the pumping station for the pumping
main as shown in Fig. 1. The transducers used are piezoresistive
absolute pressure transducers with the capability of measuring
subatmospheric pressures. Measurements were carried out with
simultaneous three pumps trip with the air vessel isolated. The air
vessel is installed along the pumping system at B as shown in Fig.
1. This air vessel can be temporarily deactivated~i.e., shut-off!
during the field measurements. The corresponding transient pres-
sure at a location A of the pumping main obtained through the
surge analysis above are reproduced for comparison in Fig. 7
without the air vessel. The computed results with a specified
«50.001 value compared very well with the corresponding field
measurements. There are proper phasing of the computed pressure
surges when compared with the field measurements. The magni-
tudes of the computed and measured pressure surges are in good
agreement. The air entrainment level is estimated to be of the
order of «'0.001. This air entrainment value was obtained
through the analysis of the resulting acoustic signatures of the
flow through the electromagnetic flow meter with respect to the
precalibrated acoustic signatures of the flow through the electro-
magnetic flow meter with a known amount of air introduced into
the system. The known amount of air introduced was through an
air compressor and an air flow meter. The air flow volume was

Fig. 6 Effects of air entrainment on resident water volume in
the tank. Immediate downstream of check valve „A…: . At
the peak location of pipeline profile „C…: .
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converted to air volume at standard conditions of one atmospheric
pressure and at 20°C. During the estimations of the air entrain-
ment fraction, extreme care must be taken during the experiment
to minimize the surrounding electromagnetic interference of the
overhead high power electrical appliances during the power shut-
off and turn-on. With the air vessel activated, the field measure-
ment recorder output is shown in Fig. 8. The corresponding tran-
sient pressure at location A of the pumping main obtained through
the surge analysis is superimposed for comparison in Fig. 8. The
air entrainment value of« obtained through the analysis of the
acoustic signature of the flow through the electromagnetic flow
meter is estimated to be approximately 0.005. The computed re-
sults with«50.005 value matches very well with the correspond-
ing field measurements. There are also proper phasing of the
computed pressure surges when compared with the field
measurements.

Conclusions
The effects of air entrainment in the fluid system with a hori-

zontal air vessel were studied through a new model. Free and
dissolved gases in the transported fluid, and cavitation at vapor
pressure are included in the air vessel model equations. Numerical
experiments show that the maximum transient pressure can be
considerably reduced if an appropriately sized horizontal air ves-
sel is chosen. The results obtained are in quantitative agreement
with observations from field measurements.
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Nomenclature

a 5 wave speed
Ap 5 cross-sectional area of the pipe

At(ht) 5 cross-sectional area of the tank
c 5 parameter of pipe constraint

D 5 mean diameter of pipe
E 5 modulus of elasticity of water
e 5 local pipe-wall thickness
g 5 gravitational acceleration

ht 5 height of water in the tank
H 5 gauge piezometric pressure head

Hg 5 gas release pressure head
i 5 node point atxi5( i 21)Dx

K 5 bulk modulus of elasticity of pipe
Pa 5 absolute pressure of the air in the air vessel
Pg 5 gas release pressure

t 5 instantaneous time in transient flow
V 5 flow velocity

Va 5 volume of air in the air vessel
aga 5 fraction of gas absorption
agr 5 fraction of gas release

« 5 fraction of air in liquid
«0 5 fraction of free gas in liquid at atmospheric pressure
«g 5 fraction of dissolved gas in liquid
rw 5 density of liquid
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A Turbulent Model for
Gas-Particle Jets
This work is concerned with turbulent diffusion in gas-particle flows. The cases studied
correspond to dilute flows and small Stokes number, this implies that the mean velocity of
the particles is very similar to that of the fluid element. The classical k-« method is used
to model the gas-phase, modified with additional terms for the k and« equations, that
takes into account the effect of particles on the carrier phase. The additional dissipation
term included in the equation for k is due to the slip between phases at an intermediate
scale, far from both the Kolmogorov and the integral scales. This term has a proportion-
ality constant equal to 3/2 of Kolmogorov constant, C0 . In this paper, a value of 3.0 has
been used for this constant as suggested by Du et al., 1995, ‘‘Estimation of the Kolmog-
orov Constant C0 for the Langarian Structure Using a Second-Order Lagrangian Model
of Grid Turbulence,’’ Phys. Fluids7, (12), pp. 3083–3090. The additional source term for
the « equation is taken as proportional to«/k, as is usually done. In all experiments
analyzed the particles increased the dissipation of turbulent kinetic energy. A comparison
is made between the results obtained with the model proposed in this work and the
experiments of Shuen et al., 1985, ‘‘Structure of Particle-Laden Jets: Measurements and
Predictions,’’ AIAA Journal,23, No. 3, and Hishida et al., 1992, ‘‘Experiments on Par-
ticle Dispersion in a Turbulent Mixing Layer,’’ ASME Journal of Fluids Engineering,
119, pp. 181–194. @S0098-2202~00!02103-9#

Introduction
Turbulent dispersion of dilute concentrations of discrete par-

ticles is present in many industrial applications such as,
pulverized-coal reactors, spray combustor, cyclone separators, and
pneumatic transport of particulate material. Even, in some cases
droplet flows can be studied with the same models that previous
flows. In fact, the model proposed in this article was first applied
to the case of propane stored at its vapor pressure, so that its
release from below the liquid level, produces a two-phase flashing
jet, Garcı´a and Crespo@1#.

The majority of numerical models used for engineering analysis
are based on the solution of the Reynolds-averaged Navier-Stokes
equations for the carrier phase. The most common model used for
turbulent flows is the classicalk-« model. When the particle mass
concentration is small enough, it is not necessary to modify the
k-« model. Otherwise, the turbulence model for the continuum
phase has to be modified in order to retain the effect of particles
on the turbulence. The general approach is to modify the single-
phase flow equations for conservation of turbulence intensity and
dissipation. In the present work, an additional term is included in
each equation.

A compilation of experimental data by Gore and Crowe@2#
indicated that large particles generate turbulence. The data sug-
gested that the transition occurs when the particle size is about
1/10 of the integral length scale. In our case the particle diameters
are smaller than 1/10 of the turbulent scale and dissipation domi-
nates. For the cases of this work the volumetric fractions are in the
range 1023 to 1026 and the Stokes numbers are below one; then,
according to Elgobashi and Truesdell@3#, the particles should pro-
duce an additional dissipation ofk. Squires and Eaton@4#, using
data from direct numerical simulation of particle-laden isotropic
turbulent flows, evaluate the particle influence on the production
and dissipation ofk, and find that the classical constant,C«2 , can
either increase or decrease with mass loading depending on the
Stokes number. They also find an additional sink term in the equa-

tion for k, and either a sink or a source term in the equation for«,
depending on the value of the Stokes number. In this work, we do
not change the classical coefficients of thek-« model, and we
only introduce two additional sink terms, due to the particles in
the equations fork and«. Yuan and Michaelides@5# calculate the
dissipation of turbulent energy due to the particles as the drag of
the particles multiplied by their relative velocity, integrated over
the minimum of the eddy lifetime or the time that it takes the
particle to cross the eddy, and compare it to the production ofk
due to the vortex shedding and the disturbance of the flow by the
wake. They conclude that, for small particles, such that the Stokes
number is smaller than one, as it happens in the cases considered
in this work, dissipation dominates. Yarin and Hestroni@6# study
the interaction of particles, of arbitrary sizes and a turbulent fluid
element, taking into account that for coarse particles the wake
may be turbulent; their model considers both enhancement due to
coarse particles and suppression due to small ones. They apply
their results to several configurations, however, for a turbulent jet,
they consider only coarse particles. Shuen et al.@7# studied turbu-
lent particle-laden jets injected into a still environment. They pro-
posed a modifiedk-« model, but theC«3 constant varies in a wide
range~0,1–5! depending on the experiments used to calibrate it.

None of the previous authors give a specific functional depen-
dence of the dissipation term due to the particles with the average
flow variables, allowing the problem closure. A method proposed
by Levich @8# has been used here to estimate the distribution, for
different turbulence scales, of relative turbulent velocities between
particles and gas, and from those to estimate the additional dissi-
pation as the product of drag and relative particle velocity. It turns
out that, for the practical cases considered, the most significant
slip velocities between phases occur at an intermediate scale, far
from both the Kolmogorov and the integral scales, whose order of
magnitude is determined. The dissipation term«p , turns out to be
proportional to the mass concentration of particles and to« and
contains Kolmogorov’s constant that has been assumed to beC0
53 from Du et al.@9#. The dissipation term in the equation for«
has been assumed to be of the formC«3(«/k)«p , as it is usually
done in the literature~Berlemont et al.@10#, Squires and Eaton
@4#!. The value ofC«3 has been taken equal to 0,9 by fitting with
experimental results of Shuen et al.@7#. Further comparisons have
been made with experiments of Hishida et al.@11#. This value of
C«3 is within the usual range found in the literature.

Fessler and Eaton@12# obtain for a large Stokes number a
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simple expression for the extra dissipation,«p , that is inversely
proportional to the particle time constant, but they recognize that
the experimental data contradicts this result. The expression found
in this article is, however, independent of the particle time con-
stant, and applies for small Stokes numbers.

The system of equations is solved numerically using the
SIMPLER procedure and a finite volume discretization, with a
code developed by the authors for axisymmetric jets.

Diffusion Model
The averaged turbulent flow equations for a homogeneous mix-

ture have been used, together with those fork and «, needed to
calculate the turbulence transport terms.

]

]xj
~rv j !50 (1)

]

]xj
~rv jv i !5

]

]xj
Fm tS ]v i

]xj
1

]v j

]xi
D2

2

3
d i j kG2

]p

]xi
1rgi (2)

]

]xj
~rv j k!5

]

]xj
S m t

sk

]k

]xj
D1P2r«2r«p (3)

]

]xj
~rv j«!5

]

]xj
S m t

s«

]«

]xj
D1~C«1P2C«2r«!

«

k
2S« (4)

The additional terms (r«p) andS« in the equations fork and«,
respectively, account for the dissipation due to the particles, and
will be evaluated later.P is the production term ofk, andm t is the
turbulent viscosity
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The classical constants of thek-« model have been used

Cm50.09, C«151.44, C«251.92
(6)

sk51.0, s«51.3

A conservation equation for the mass fraction of particles, is
also needed
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Gravity has been neglected in this work, this is in accordance with
the experiments used for comparison. Stationary flow is assumed.
The density depends on particle concentration asr'rg /(1
2Yp), if rp@rg andYp is not close to one.

Dissipation Term Due to the Particles
The following assumptions have been made:

• The density of the particles is much larger than the gas den-
sity, and Basset forces and virtual mass can be neglected.

• The volume fraction is small enough, so that particle-particle
interaction can be neglected.

• Froude number is large enough so that gravity can be ne-
glected compared to inertia.

The equation of motion can be written in terms of the relative
velocity u5vg2vp as

rpV
du
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5rpV
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2

1

2
CDrgSuu (8)

From this equation, using an order of magnitude analysis pro-
posed by Levich@8#, it has been estimated how the relative veloc-
ity u depends on the turbulent scale, and it has been found to what
scale corresponds the maximum value ofu. In this work, we will
assume that turbulent dissipation is determined by this maximum

value of u. For the different turbulent scales,l, larger than the
Kolmogorov scale and smaller than the integral scale,L.l
.l0 , we have:

• For the gas phase the characteristic time will be:Tgl

'l/vgl'l2/3/«1/3, and the acceleration,

dvg
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• For the particles the characteristic time of interaction will be
the time it takes them to cross the eddy,Tpl'l/ul , so that
the acceleration will be,
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Introducing the accelerations calculated in Eqs.~9! and ~10!
into Eq. ~8!, we obtain for the relative velocity

ul'A~rpV!1/2
«1/3l1/3

S BrpV1
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2
CDrgSl D 1/2 (11)

whereA and B are constants that cannot be determined with the
order of magnitude analysis. From this expression it can be seen
thatul should have a maximum for a certain intermediate value of
l. For smalll the last term in~8! is negligible, and the relative
velocity of the particle is like the gas velocity and tends to zero
like («l)1/3; on the other hand, for largel the first term of the
right side of~8! is negligible and the particle tends to follow the
gas flow~it has been assumed in this work that the Stokes number
is small!. The maximum value oful is given by
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The value ofl* is much larger than the particle sized'V/S,
and increases linearly with it ifCD is constant. It is assumed that
the most important contribution to turbulence dissipation due to
the particles occurs at the scalel* . The value of«p will be ob-
tained by multiplying the dissipation produced by each particle by
the number of particles per unit mass

«p'FDragu*
Yp

rpd3 'CDS rg

rp
D u* 3

d
Yp (14)

introducingu* from Eq. ~13! it is obtained

«p5C«Yp (15)

where all magnitudes have canceled except« andYp . It includes
a constantC that in a previous work by Garcı´a and Crespo@1# was
determined by comparison with experiments from a flashing jet.

For the Stokesian case and spherical particles the value ofC
can be more precisely inferred from theoretical considerations. If
we rewrite Eq.~14! averaging over all the turbulence scales, we
can write it in an exact form
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where in the Stokes limit,FDrag53pmud andtp5rpd2/18m. In
order to estimatêu2&, the Fourier transform of Eq.~8!, that in the
Stokesian limit is
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is made, and it is obtained the following relationship between the
modulus of the transform vector of the gas velocity and relative
velocity

ũ25
ṽg

2

11
1

v2tp
2

(18)

Then, assuming that at these small scales, turbulence is quasi-
homogeneous and isotropic, the relationship between the spectra
of gas velocity and relative velocity is
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11
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(19)

This equation can be found also in Hinze@13#. Since we have
assumed that the scales of interest are in the inertial subrange
(tL

21!v!tl0
21), and the presence of particles does not affect in a

first approximation the carrier fluid, the Lagrangian time spectrum
of the gas can be written, in first approximation, in the form
Sg(v)5(3C0 /p)«v22, whereC0 is an universal constant~Kol-
mogorov’s constant! appearing in the Lagrangian velocity struc-
ture function~DL5C0«t, wheret is the time difference in the
correlated velocities!. The value of the average of the square rela-
tive velocity will be given by

^u2&5
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p E
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dv5
3

2
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and substituting Eq.~20! into Eq. ~16! an expression for the addi-
tional dissipation is obtained

«p5
3

2
C0«Yp (21)

which is similar to the one obtained by Graham@14# if the deriva-
tive of the Lagrangian autocorrelationRL8(0) is 3C0«/4k, which
seems to be the case as shown by Pope@15#.

Pope@15# gives forC0 a very wide range of values, from 5.0–
6.5. Other authors referred in the review paper by Pope give val-
ues going from 2.1 to 5.9. A more recent work, Du et al.@9#, gives
a value of 3.060.5 for the Kolmogorov constant using a second-
order Lagrangian model of grid turbulence. In this paper, the
valueC053, suggested by Du et al., has been used.

In the equation for the dissipation of turbulent kinetic energy an
additional source term has been introduced, that takes into account
the effect of particles. The form of this source term~sink! is
similar to the expressions used in the majority of thek-« models
for particle flows

S«5C«3

«

k
«p (22)

The constantC«3 is calibrated from the experimental values re-
ported in the experiments of Shuen et al.@7#. The value obtained
by a least square fitting isC«350,9. Berlemont et al.@10# propose
that C«351,9, and Squires and Eaton@4# give a value that de-
pends onYp , and for small values ofYp tends toC«351,2.

For smaller particles such thattp!tl0 , the following analysis,
also of Levich@8#, applies. In this limit it can be seen that in Eq.
~17! the term on the left-hand side representing relative accelera-
tion, of order ofu/tl0 , is negligible compared tou/tp , and the
balance of the other two terms can be expressed by the following
expression

u'tp

vgl0

tl0
(23)

Introducing the characteristic time of the particle,tp

5rpd2/(18m), the characteristic velocity in the Kolmogorov
scale,vgl05(«l0)1/3, the characteristic time of the Kolmogorov
scale, tl05l0 /vgl0 , and the Kolmogorov scale, l0

'(m/rg)3/4/«1/4, the following expression for the slip velocity is
obtained

u'S rp

rg
D «3/4

~m/rg!5/4 d2 (24)

Then, using Eq.~16!, the source term for the turbulent kinetic
energy will be given by

«p'S rp

rg
D S «

~m/rg! D
3/2

d2Yp (25)

«p is now proportional tod2 and will vanish for light particles.
Expression~25! is only valid for very small particles, such that,
tp!tl0 , that are particles much smaller than those appearing in
the experiments described below, consequently only Eq.~21! will
be used in the following. For very small particles, the value of«p
can be negligible, even for finite values ofYp ~see also Graham
@14#!.

Numerical Model
The system of Eqs.~1!–~7! is solved numerically, using a code

developed by the authors, based on a finite volume discretization.
The SIMPLER procedure was used to treat the coupling between
continuity and momentum equations through pressure. The equa-
tions are assumed to behave in a parabolic way in the streamwise
direction, neglecting the diffusion in that direction. This allows a
marching method to solve the system of equations. In the simula-
tion of the jet the axisymmetric condition is applied, so that the
fluxes at the axis are assumed to be zero, and boundary conditions
are applied at infinity. In the mixing layer the flow is assumed
two-dimensional, and, in order to reproduce the experiments of
Hishida et al.@11#, boundary conditions were applied at the con-
fining walls limiting the flow. In both cases a constant pressure
condition was fixed at the exit. At the entrance the flow conditions
are fixed for velocity and turbulent kinetic energy, according to
the experimental conditions. Nonuniform Cartesian grids are used,
that are more refined at the axis of the jet and at the entrance. For
the mixing layer case, the grid is more refined in the center, on the
confining walls, and also at the entrance. In order to check the grid
independence, different grid sizes were tested, up to 3003100
cells, and it was found that a grid of 100340 cells was appropriate
for both cases~jet and mixing layer!.

Results and Comparison With Experiments
A comparison is made between the numerical results obtained

with the model proposed, and the experimental results from Shuen
et al. @7# ~Figs. 1–4! for a particle jet, and Hishida et al.@11#,
~Figs. 5–8! for a turbulent mixing layer. The experimental condi-
tions are given in Tables 1 and 2, respectively. The same value for
the C«3 constant (C«350.9) is used in all cases. This value has
been obtained by comparison with the first set of experiments of
Shuen et al.@7#.

Table 1 Experimental conditions of Shuen et al. †7‡ experi-
ments

Case 1 Case 2

Particle properties:
Sauter mean diameter,mm 79 119
Loading ratio 0,2 0,2
Jet exit velocity, m/s 24,1 24,2
Jet exit mass flux, kg/m2s 6,06 6,50

Air velocity, Uo, m/s 26,1 29,9
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„a… Comparison With Shuen et al. Experiments. Figures
1 and 2 correspond to cases 1 and 2, respectively, of Shuen ex-
periments, and show the distribution of axial mean gas-phase ve-
locity. The numerical results exhibit a good agreement with ex-
periments. In Figs. 3 and 4 is represented the axial variation of the
centerline turbulent kinetic energy of the gas-phase, made non-
dimensional with the square of the exit velocity. The values pre-
dicted by the model are lower than experimental ones. The reason
for this may be that our model uses an isotropic turbulence model
~k-« model!, and that the turbulent properties are calculated as in
a homogeneous flow. The turbulent kinetic energy calculated is an
averaged value of the streamwise~high values in experiments!
and radial distribution~low values in experiments!. It may also be
that our model assumes small Stokes numbers, and consequently
from Eqs.~11! or ~19! the contribution tok for largel or smallv
will be neglected, whereas in reality it may be a significant value.
In Figs. 1–4, are also presented the model results for nonparticle
situations. It can be seen that the model proposed here substan-
tially improves the agreement with experiments. The particle dis-
sipation increases the velocity and decreases the turbulent kinetic
energy, particularly in the region of high particle concentration
near the exit, and upstream the self-similar region.

„b… Comparison With Hishida et al. Experiments. In
Figs. 5 and 6 are shown the results obtained for turbulent fluctua-
tions in a mixing layer, made nondimensional with the velocity

Fig. 1 Axial variation of centerline mean gas-phase velocity
for a jet „case 1 …

Fig. 2 Axial variation of centerline mean gas-phase velocity
for a jet „case 2 …

Fig. 3 Axial variation of centerline gas-phase turbulent kinetic
energy for a jet „case 1 …

Fig. 4 Axial variation of centerline gas-phase turbulent kinetic
energy for a jet „case 2 …

Fig. 5 Transversal distribution of velocity fluctuations at x
Ä200 mm downstream for a mixing layer. Model
„2k Õ3…1Õ2Õ„U1ÀU2…; m v x8Õ„U1ÀU2…, j v y8Õ„U1ÀU2… Hishida et al.
†11‡.

Fig. 6 Transversal distribution of velocity fluctuations at x
Ä250 mm downstream for a mixing layer. Model
„2k Õ3…1Õ2Õ„U1ÀU2…; m v x8Õ„U1ÀU2…, j v y8Õ„U1ÀU2… Hishida et al.
†11‡.

Table 2 Experimental conditions of Hishida et al. †11‡ experi-
ments

Case 1

Particle properties:
Mean diameter,mm 42
Mass flow rate, g/s 7.5
Density, kg/m3 2590

Air velocity, m/s
U1 13
U2 4
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differenceU12U2 . Our model is compared with the experimen-
tal data obtained by Hishida et al.@11#. In the experiments, turbu-
lence is not isotropic, and the transverse,vy8 , and streamwise,vx8 ,
turbulent fluctuations are actually different; we have compared
them with the calculated value of (2k/3)1/2. In spite of that, the
agreement seems to be quite acceptable. It should be also noted
that the calculated value corresponding to the turbulent kinetic
energy is between the values corresponding to streamwise and
radial turbulent velocities. The peaks observed at the sides corre-
spond to the turbulent kinetic energy produced at the confining
walls simulating the experimental conditions. In Figs. 7 and 8 are
shown the calculated values of the mean velocity variation
through the mixing layer and its comparison with Hishida et al.
@11# experiments. In Figs. 5–8, are also presented the model re-
sults for nonparticle situations. As should be expected, the particle
dissipation reduces the spreading rate of velocity in the shear
layer, and decreases the peak values of turbulent kinetic energy.
However, the agreement with experimental results is not so
clearly improved by using the proposed model for the effect of
particles as in the jet case, particularly in Figs. 7 and 8 for velocity
profiles. This may be due to the fact that the constantC«3 was
chosen by comparison with the jet experiments

Conclusions
A fairly simple model, with a theoretical basis, has been pro-

posed to take into account the extra dissipation due to small par-
ticles in turbulent flow for small Stokes numbers. Although the
agreement with experimental results is encouraging, it is neces-
sary to make more comparisons to check the validity of this pro-
cedure in more general situations.

Acknowledgments
This work has been carried out under the E.U. contract ‘‘An

Experimental and Modeling Study of Two Phase Flashing Jets’’
~EV5V-CT94-0431! of the Environment Program.

Nomenclature

C 5 constant in Eq.~15!
CD 5 drag coefficient
C0 5 Kolmogorov’s constant

C«1 , C«2 , Cm 5 constants ofk-« model
d 5 particle diameter

FDrag 5 drag
g 5 gravity
k 5 turbulent kinetic energy
L 5 integral scale
p 5 pressure
P 5 production term ofk
S 5 transverse particle area

S« 5 source term for«
T 5 characteristic time
u 5 relative velocity
v 5 velocity

vx8 5 axial velocity fluctuation
vy8 5 transverse velocity fluctuation
V 5 particle volume
Y 5 mass fraction of particles

Greek

d i j 5 Kronecker delta function
« 5 dissipation rate ofk
l 5 turbulence scale

l0 5 Kolmogorov scale
m 5 viscosity

m t 5 turbulent viscosity
r 5 density

sk , s« , sY 5 Prandtl numbers

Subscripts

a 5 air
g 5 gas
p 5 particle
l 5 length scale
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Direct Simulation of Droplet Flow
With Mass Transfer at Interface
A direct simulation code has been developed to solve two-phase flow with mass transfer at
the interface. The position of the interface is determined by solving a transport equation
of the maker density function, one of front-capturing methods. The present method per-
forms the dissolution of mass of a dispersed phase into a continuous phase as a notable
feature. Moreover, transfer of the dissolved mass is solved in the continuous phase. At the
interface, mass diffusion flux is calculated both for the boundary condition of mass trans-
fer and for the shrinkage of a droplet. For the validation of the present method, three case
studies are successfully demonstrated: rise of single droplet, dissolution from a rigid
sphere, and dissolution from a rising droplet.@S0098-2202~00!01303-1#

1 Introduction

The injection of liquid CO2~LCO2! at the depth of 1000–2000
m in the ocean is one of the feasible and economical options for
the mitigation of so-called greenhouse effects~e.g., Herzog et al.
@1#, Ohsumi @2#, Nakashiki et al.@3#, and Ozaki@4#!. Emitted
LCO2 at the depth of 1000–2000 m in the deep ocean is believed
to form a plume of rising droplets, which entrains surrounding
seawater. The LCO2 droplets are dissolved out during the rise and
water of large concentration of CO2 is expected to peel out of the
rising plume, to sink as a density current and to intrude into the
surrounding stratified ocean, the density of which is equal to that
of the CO2 rich water. From an environmental point of view, it is
important to know how fast CO2 is diluted for making biological
impacts insignificant. Therefore, slow dissolution in laminar drop-
let flow is preferred to rapid one of turbulent spray in order to
avoid locally low pH region and to enlarge the dissolution dis-
tance in the vertical direction.

The purpose of this article is to develop a CFD code for two-
phase flows with unidirectional dissolution from a dispersed phase
into a continuous phase. Direct CFD codes of front-capturing type
for bubble/droplet flows have been developed by a number of
researchers, such as Kanai and Miyata@5#, Tomiyama et al.@6#,
Gueyffier and Zaleski@7#, and Bidoae and Raad@8#. The interface
is expressed by a variety of scalar-function methods, e.g., volume
of fluid ~VOF!, marker-density function~MDF!, VOF in micro-
cells, or the level-set methods. On the other hand, Matsumoto
et al. @9# applied a front-tracking method using the boundary-
fitted coordinates to single-bubble flows. Although it seems that
the front-tracking type gives more accurate representation of the
interface shape than the front-capturing type because it tracks the
interface in the geometrically direct way, grid skew may cause
numerical inaccuracy when the deformation of the interface be-
comes large. Tryggvason et al.@10# developed an explicit front-
tracking mesh for bubble/droplet flows, in which the interface is
expressed by the moving mesh in the orthogonal grids which
never move. This seems to confirm the grid skew problem.

Here we have selected the MDF method because the front-
capturing method with volume fraction has more flexibility in
coping with large curvature, coalescence, pinch-off, etc., than the
front-tracking type. In the numerical procedure of the MDF, steep

shock surfaces are transferred, so that the present method adopts
the total variation-diminishing~TVD! scheme to suppress artifi-
cial oscillations.

Since it is still not cheap to treat a number of droplets by direct
simulations with current computing facilities, we only focus on
the movement of a single droplet. For the same reason, the thick-
ness of mass boundary layer is assumed to have the same order of
magnitude as that of momentum boundary layer in this study.
Accordingly, high Schmidt number problems such as the LCO2-
seawater systems, Sc which is about 1000, are left for the future
challenge. Moreover, the formation of CO2 clathrate hydrate is
ignored.

The problems we tackle in this study are:~1! the movement of
the interface between a droplet and a liquid continuous phase;~2!
the dissolution of mass from the droplet to the continuous phase
through the interface;~3! the shrink of the droplet because of the
dissolution; and~4! the transfer of dissolved mass in the continu-
ous phase for low Sc problems. This article explains the present
CFD method in detail and case studies done for its validation.

2 Numerical Method

2.1 Governing Equations for Two-Phase Flow. Since we
are interested in liquid-liquid two-phase systems, in which the
densities and viscosities of both phases do not differ very much
compared with gas-liquid systems, a one-fluid model is adopted
and, therefore, both phases are treated just like one kind of fluid
where the density and viscosity vary depending on the fluid on the
spot. The governing equations of three-dimensional, transient, and
isothermal two-phase flows are the conservation laws of mass and
momentum

]r

]t
1¹•~ru!50 (1)

]

]t
~ru!1¹•~ruu!52¹p1

r

Fn2 g1
1

Re
¹•@m~¹u1~¹u!T!#1f

(2)

where f will be given in Section 2.3. In the cells including the
interface, the density and viscosity are volume-averaged in each
cell using MDFFA (FB512FA,0<FA<1) as follows

r5FB1FArA /rB (3)

m5FB1FAmA /mB (4)

The MDF has a value of 1 and 0 in the dispersed and the continu-
ous phases, respectively. In the interface cells, the MDF is re-
garded as the volume fraction of the dispersed phase. For simplic-
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ity, densities, rA and rB , and viscosities,mA and mB , are
constants in this study, even though the dispersed phase is dis-
solved into the continuous phase.

2.2 Movement of Interface. The movement of the inter-
faces is computed by a front-capturing method using the MDF,
following a series of successful simulations about free surface
flows ~e.g., Kanai and Miyata@11#!. The transport equation of the
MDF, which is solved to move the position of the interface, is
given by putting Eq.~3! into Eq.~1! and dividing Eq.~1! into each
phase.

]~rAFA!

]t
1¹•~rAFAu!52G (5)

]~rBFB!

]t
1¹•~rBFBu!5G (6)

whereG will be given in Section 2.5. Here

u5uA5uB (7)

is assumed in the interface cells since the density difference be-
tween the two liquid phases is small compared with that of gas-
liquid systems. This also means that the mass-averaged velocity is
the same as volume-averaged velocity,FAuA1FBuB , which sat-
isfies the solenoidal condition if the dissolved volume of the dis-
persed phase is simply added to the continuous phase

¹•u50 (8)

To determine the position of the interface, Eq.~5! is solved by
using a third-order TVD scheme utilizing the Minmod limiter for
the advection term. Equation~8! is used for obtaining the Poisson
equation for pressure.

2.3 Surface Tension. Surface tension is treated as a body
force in the NS equation only at the interface cells.

f5
1

We
knS/V (9)

where

k5¹•n (10)

n5
¹FA

u¹FAu
(11)

HereFA is smoothed by using the averaged values at vertices and,
otherwise,n looses the cell-wise continuity.

2.4 Mass Transfer in Continuous Phase. There is no
liquid-gas phase change and the concentration of dissolved mass
is small, so that the Stefan flow is ignored. It is also known that
CO2 easily dissolves into water under the wide range of tempera-
ture and pressure, but not vice-versa~e.g., Wiebe et al.@12#!.
Therefore, the dissolution of the dispersed-phase is regarded as
unidirectional diffusion from the dispersed phase at the interface.
An advection-diffusion equation for the dissolved mass concen-
tration C is solved in the continuous phase after obtaining flow
field at each time step.

]C

]t
1¹•~uC!5

1

Re Sc
¹2C (12)

In the interface cells, mass transfer is also taken into account only
in the continuous phase~the hatched part in Fig. 1!, where the
solenoidal condition in each phase is satisfied considering the ve-
locity of the interface movement.

2.5 Boundary Conditions. If not mentioned in each case
study, zero-gradient condition is imposed on outer boundaries,
such as side, top, and bottom boundaries, for velocity, pressure,
and concentration. For rising-droplet simulations, the top bound-
ary is inflow, and, therefore, the standard pressure is given, ve-
locities are given as the negative value of rise velocity, and the
concentration of CO2 is set to be 0. Since Eq.~12! is solved only
in the continuous phase, the dissolution flux¹C/Re Sc is given at
the interface as a boundary condition. This flux also gives the rate
at which the droplet shrinks

G5
S

V

¹C

Re Sc
(13)

As shown in Fig. 1, the gradient of concentration is calculated by

¹C5
CS2C

h
(14)

The concentration of the dispersed-phase mass at the interface on
the continuous-phase side is set to be that of saturation. Because
Eq. ~14! is a linear approximation, there must be some errors.
Equation~12! in steady state without flow in the spherical coor-
dinates is

d2C

dr2 1
2

r

dC

dr
50 (15)

The analytical solution under the boundary conditions,C5CS at
r 5R0 andC50 asr→`, is

C5
R0CS

r
,

dC

dr
52

R0CS

r 2 (16)

At r 5R0 the error of the first derivative can be estimated that

E5UC~r 5h!2CS

h
2

CS

R0
UY CS

R0
(17)

As shown in Fig. 1, the maximumh is a half of the cell size.
When the diameter of the spherical droplet is as long asN times of
the cell size, the error is at most

Eupper5
1

N11
(18)

If N528, the estimated error is at most 3.4 percent.

2.6 NS Solver. The NS solver used in this study is based on
the WISDAM code that has been developed by our group of the
University of Tokyo for more than a decade~e.g., Miyata et al.

Fig. 1 Schematic of interface cell
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@13#, Miyata et al. @14#, and Sato et al.@15#!. The WISDAM
adopts a finite-volume formulation and an explicit MAC-type
algorithm

un115u* 2
Dt

r
¹pn11 (19)

u* 5u1DtF2u•¹u1
1

Re

1

r
¹•@m~¹u1~¹u!T!#1

1

Fn2 g1fG
(20)

where the Poisson equation for pressure is solved to attain
incompressibility

¹S 1

r
¹pn11D5

1

Dt
¹•u* (21)

The variables with upper suffixn11 indicate the values at (n
11) time step and the others are the ones atn time step. Pressure
and Cartesian components of velocity are allocated in a staggered
way. For the convection term in the NS equation, a fifth-order
upwinding is used while a third-order upwinding with a TVD
scheme is applied to the advection terms in Eqs.~5! and~12!, the
variables of which are defined at cell center.

2.7 Computation Procedure. First of all, grids of constant
size are provided in the computational domain, where local grid
refinement is not adopted. After setting the initial conditions, i.e.,
the rest state, Eq.~5! is solved to determine the position of the
interface at each time step of evolutionary explicit algorithm,
where rA is constant and, consequently, differentiated out. The
MDF is reset to be 0 or 1 at each time step, so that only interface
cells have nondigit values and the interface is kept within one-cell
size. Any numerical errors during the transport of the MDF lead to
the erroneous change of the volume of a droplet. This must dete-
riorate the accuracy of physical shrinkage of the droplet. There-
fore, it is necessary to calculate the dissolution rate and the vol-
umes of the droplet before and after the transport, respectively,
and to recover the erroneous volume at each time step.

Using this MDF, the density and viscosity are calculated by
Eqs. ~3! and ~4!, and the NS equation is solved by the above-
mentioned NS solver. In rising droplet simulations, to keep the
droplet at the middle of the computational domain, the negative
value of acceleration at its gravity center is added to the momen-
tum equation as inertia. Once velocity field is obtained, Eq.~12! is
solved in the continuous phase to transfer dissolved CO2. This
process is iterated in a time-marching way, where time increment
is determined by setting both the Courant and diffusion numbers
to be 0.2, the latter of which is based not only on kinematic
viscosity but diffusion coefficient of mass transfer.

3 Case Studies

3.1 Rise of Single Droplet. The present method is first ap-
plied to three-dimensional simulations of rising droplets. Mass
transfer at the interface is not considered in this case. Table 1
indicates the conditions of the simulations. The reference velocity,

U, is set to be 0.1 m/s, considering that the order of magnitude of
rise velocity of a droplet, the diameter of which has the order of
magnitude of 0.01 m. At this Reynolds number, flow is laminar,
so that no turbulent model is taken into account.

In order to examine the grid dependency of the method, rise

Fig. 2 Time history of rise velocity of droplet depending on
grid size for Case 1-2

Fig. 3 Velocity vectors around droplet and contour line of
MDF „0.5… for Case 1-2. Numbers of grids are „a… 56Ã56Ã140
and „b… 60Ã60Ã150, respectively

Table 1 Conditions of simulation for rising droplets
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velocities of a droplet for various grid sizes with time are shown
in Fig. 2. Grid convergence is seen to be attained when the grid
size becomes as small as 0.0357d0 ~56 cells in the horizontal
direction, in other words, 28 cells for the diameter of the initial
spherical droplet!. Figure 3 denotes velocity vectors around the
droplet and a contour line of the MDF of 0.5, which actually
indicates the interface, in two grid systems, 563563140 and 60
3603150, respectively. It is observed that the shape of the drop-
let and the velocity field, such as circulations in the droplet, are
almost identical.

Figures 4~a! and ~b! indicate the time histories of rise velocity
for Cases 1-1 and 1-3, respectively. Physically, these cases corre-
spond to different droplet-diameters for the same liquid-liquid
system. Grid size was chosen to be 0.0357d0 . For Case 1-1, simu-
lations were done in two different computational domains. The
resultant rise velocities seem to oscillate with time and have a
phase difference between each other. Although unsteadiness is
thought to be physical, numerical artifacts, such as computational
domain sizes, may cause its ignition. It is also considered that, in
terms of time-averaged values, Fig. 4~a! suggests small domain-
size dependency.

Figure 4~b! shows a distinct oscillatory tendency with time in
rise velocity. To investigate this, the contour lines of vorticity on
a vertical plane slicing the droplet center att57.2 and att58.7
are shown in Fig. 5. These timings correspond to a hollow and a
hump, respectively, of the time history of rise velocity shown in
Fig. 4~b!. A strong vortex ring is attached to the droplet when the
rise velocity is small att57.2, while the ring moves away from

the droplet when the velocity is large att58.7. This fact may be
associated with the oscillatory movement of rise velocity.

3.2 Dissolution From a Spherical Droplet without Flow.
To verify the present dissolution algorithm, a simple problem with
an analytical solution is solved, that is, mass transfer from a rigid
sphere with infinite sink around it. In this case, there is no flow.
Table 2 states the conditions of this simulation.

Fig. 4 Time history of rise velocity of rising droplet. „a… Case
1-1. Solid line and broken lines denote results in Domains 1-A
and 1-B, respectively. „b… Case 1-3.

Fig. 5 Contour map of vorticity for Case 1-3. „a… tÄ7.2. „b…
tÄ8.7

Table 2 Conditions of simulation for dissolution from a rigid
sphere
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An analytical solution of this problem follows. The diffusion
flux at the surface of the sphere is solved under the boundary
conditions:C5CS at r 5R0 andC5C` at r 52R0

q524pr 2
1

Sc Re

dC

dr
58pR0

CS2C`

Sc Re
(22)

On the other hand, mass transfer coefficient at the interfacek is
defined as

q54pR0
2k8~CS2C`! (23)

Equations~22! and ~23! give

k8 Sc Re5
2

R0
(24)

From the definition of the Sherwood number, we obtain

Sh[2R0k8 Sc Re54 (25)

The time history of the Sherwood number resulting from this
simulation is shown in Fig. 6. It is almost identical to the analyti-
cal solution and its error is about 3 percent from the solution of
Eq. ~25! when the steady state is attained. This error is inevitable
and reasonable because of the present method described in Sec-
tion 2.5.

3.3 Dissolution From a Rising Droplet. Finally, we ap-
plied the present method to a rising droplet flow with mass trans-
fer at the interface. Conditions of this simulation are stated in
Table 3. The nondimensional numbers are based on the LCO2-
seawater system except for Sc, which is set 1.0 here and it is
lower than that of reality. Again, velocities are nondimensional-
ized by 0.1 m/s.

Figure 7 denotes the time histories of rise velocity and diameter
of the droplet, the latter of which is calculated assuming that the
droplet is spherical. The results of using two grid systems are
almost identical until the nondimensional time of about 7.0, when
the grid size of Grid 3-I comes to be about 0.0385d. This may
mean that 26-cell disposition for the droplet diameter is sufficient

to make grid dependency insignificant. In this context, for the
finer grids~Grid 3-II!, computational results can be reliable until
the shrinking diameter becomes as long as 26 cells. Accordingly,
the computation was stopped at such timing, the nondimensional
time of 12.0.

Figure 8 denotes the time histories of resultant Reynolds and
Sherwood numbers based on the rise velocity and the diminishing
diameter of the droplet for Grid 3-II. Also shown is the time
history of the Sherwood number calculated by the Ranz-
Marshall’s equation

ShRM52.010.60Rn1/2Sc1/3 (26)

This equation was obtained for a rigid sphere in uniform flows. It
is not necessarily expected that the both Sherwood numbers match
because the droplet is deformed and flow around it is unsteady.
Textbooks suggest some modifications for droplet flows, such as

ShMRM /ShRM5Sca/6A111.9a (27)

where

a5UI /UR (28)

In this simulation, simulatedUI /UR is about 0.97 and, therefore,
ShMRM /ShRM'1.7. The Sherwood number, Sh, resulted from the
simulation is in moderately good agreement with ShMRM obtained

Fig. 6 Time history of Sherwood number for dissolution from
rigid sphere without flow

Fig. 7 Time histories of rise velocity and diameter of rising
droplet with mass transfer at interface. Solid and broken lines
denote results for Grid 4-I and 4-II, respectively.

Fig. 8 Time histories of Reynolds number and Sherwood num-
ber of rising droplet with mass transfer at interface for Grid 4-2.
Solution of Ranz-Marshall’s equation for rigid sphere is
superimposed.

Table 3 Conditions of simulation for dissolution from a rising
droplet
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by Eq. ~27!, though it is still necessary to compare it with experi-
ments to assure the validity of the present method.

Figure 9~a! shows an iso-surface of the Laplacian of pressure,
which denotes the position and the shape of vortices. The droplet
seems to be deformed to an elliptic shape. Ring-type and
horseshoe-type vortices are clearly visualized in the wake of the
deformed droplet, as is generally seen in the wake of a sphere
about this Reynolds number. Figure 9~b! shows two iso-surfaces
of C. It is observed that the dissolved mass attaches the fringe of
the vortices in the wake.

4 Conclusions
A numerical simulation method has been developed for solving

two-phase flow with mass transfer through the interface. The in-
terface is determined by a front-capturing method solving the
transport equation of marker density function. Surface tension is
treated as a body force in the NS equation. From the interface,
mass of the dispersed phase dissolves into the continuous phase
and diminishes at the rate of dissolution. Transfer of the dissolved
mass is obtained by solving an advection-diffusion equation for its
concentration in the continuous phase.

Three case studies were carried out to validate the present
method. Rise of a droplet was simulated and verified by confirm-
ing grid convergence. Simulated Sherwood number of a rigid
sphere without flow was in good agreement with an analytical
solution. Finally, dissolution from a rising droplet was simulated
successfully. It was visualized that horseshoe-type vortices are
attached by dissolved mass in the wake of the deformed droplet.
The simulated Sherwood number was compared moderately well
with the solution of an empirical equation.
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Nomenclature

C 5 mass concentration, Kg/m3

CS 5 saturated concentration, Kg/m3

C` 5 concentration at infinite distance, Kg/m3

d 5 nondimensional diameter of droplet
d0 5 reference length: initial diameter of droplet, m
D 5 diffusion coefficient of dispersed-phase mass in con-

tinuous phase, m2/s
f 5 nondimensional body force vector

Fn 5 U/Agd0 Froude number
g 5 gravity acceleration, m/s2

g 5 unit gravity vector
h 5 distance between interface and volume-center of in-

terface cell
k 5 mass transfer coefficient at interface, m/s

k8 5 k/U nondimensional mass transfer coefficient at in-
terface

n 5 unit normal vector to interface
p 5 nondimensional pressure
q 5 nondimensional mass diffusion flux at interface
r 5 nondimensional coordinate component in radial direc-

tion of a droplet
R 5 A3 3Vd/4p nondimensional radius of a droplet assum-

ing that its shape is sphere
R0 5 0.5 nondimensional radius of initial droplet
Re 5 r0d0U/m0 Reynolds number
Rn 5 UR Re Reynolds number based on rise velocity

S 5 nondimensional area of interface in an interface cell
Sc 5 m0 /(r0D) Schmidt number
Sh 5 d0k/D5k8 Sc Re Sherwood number

ShRM 5 Sherwood number given by the empirical Ranz-
Marshall’s equation

ShMRM 5 modified Ranz-Marshall’s Sherwood number for
droplets

u 5 (rAFAuA1rBFBuB)/(rAFA1rBFB) mass-averaged
velocity vector

uA 5 velocity vector of dispersed phase
uB 5 velocity vector of continuous phase
U 5 reference velocity, 0.1 m/s

UI 5 nondimensional interfacial velocity
UR 5 nondimensional rise velocity

V 5 nondimensional volume of an interface cell
Vd 5 nondimensional volume of droplet

We 5 r0d0U2/s Weber number
G 5 mass flux of dispersed phase at interface by dissolu-

tion
FA 5 volume fraction of dispersed phase or, in other

words, marker density function
FB 5 12FA , volume fraction of continuous phase

k 5 nondimensional curvature of interface
m 5 nondimensional viscosity

mA 5 viscosity of dispersed phase, Kg/~ms!
mB 5 viscosity of continuous phase, Kg/~ms!

r 5 nondimensional density
rA 5 density of dispersed phase, Kg/m3

rB 5 density of continuous phase, Kg/m3

s 5 interface tension, Kg/s2
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A Numerical Investigation of the
Detachment of the Trailing
Particle From a Chain
Sedimenting in Newtonian and
Viscoelastic Fluids
Particles sedimenting in a viscoelastic fluid form chains. It has been observed in experi-
ments that, sometimes, the last particle in the chain gets detached. In this paper, we
investigate this phenomenon. It is known that a long chain falls faster than a single
particle in fluids. This long body effect tends to detach the last particle from the chain.
The wake effect and the normal stress effect are the mechanisms that work against the
long body effect. The last particle is not detached if the inertial wake effects are strong
enough to cause substantial drag reduction on it. The detachment is also restricted by the
elastic normal stress of the viscoelastic fluid.@S0098-2202~00!01003-8#

1 Introduction
Many researchers have studied the interaction between spheres

settling in Newtonian and viscoelastic fluids. Goldman et al.@1#
have obtained exact numerical values, in the creeping flow limit,
of the terminal velocities of two identical, arbitrarily oriented
spheres settling in a Newtonian fluid. Their results and experimen-
tal data show that two spheres settling slowly along their line of
centers fall with a common terminal velocity. Riddle et al.@2#
presented an experimental investigation in which the distance be-
tween two identical spheres falling along their line of centers in a
viscoelastic fluid was determined as a function of time. They
found that, for all five fluids used in the experiment, the spheres
attract for small initial separations and separate if they are not
close~Fig. 1!. This led to the definition of critical initial separa-
tion. The Reynolds number in their study was less than 0.05. It is,
therefore, fair to say that the phenomenon they observed was due
to the elastic effects of the fluid rather than the inertial effects.

Theoretical investigation has been attempted to explain the
above phenomenon. Highly successful perturbation theories have
been developed, based on the second-order fluid model~Leal @3#
and Brunn@4#!. Brunn@5# applied these schemes to the interaction
of two sedimenting spheres. His analysis shows that the spheres
always attract, in apparent disagreement with the observation of
Riddle et al.@2#. Using the second-order fluid model, Joseph@6#
attributed the tendency of attraction to the normal stress effects.
He also mentioned that shear thinning, which is generally ob-
served in most viscoelastic fluids, would enhance the attraction
between the spheres. Feng et al.@7# performed two-dimensional
numerical simulation of the interaction of particles~circular! in an
Oldroyd-B fluid. They carried out two kinds of simulations of
particles settling along their line of centers at low Reynolds num-
ber, viz. static and dynamic. They calculated the drag on the top
and bottom particles in their static simulations. Their static simu-
lation results were in qualitative agreement with the experimental
observations of Riddle et al.@2#. The repulsive force between the
two particles, which they obtained from their static simulations,
was very weak and was easily drowned out in their dynamic simu-
lations. As a result the separation of two particles released one far

above the other was not realized in their dynamic simulations.
Bird et al. @8# suggest that the critical distance of separation for
end-to-end settling may be associated with a negative wake. The
issue of separation of particles falling, very slowly, one above the
other is still an unresolved one.

At higher Reynolds numbers two particles falling one behind
the other in Newtonian fluids exhibit a tendency to draft, kiss, and
tumble~Joseph@6#!. Drafting and kissing are seen because of the
wake effect and tumbling is related to the stability of long bodies
falling in a fluid. A trailing sphere caught in the wake of a leading
one experiences a reduced drag and thus falls faster than the lead-
ing sphere. This is drafting. The increased speed of fall impels the
trailing sphere into kissing contact with the leading sphere. In
addition to the inertial effect, the normal stress effects cause two
particles to attract, in a viscoelastic fluid, if their separation is not
very large.

A chain of spheres falling behind a single sphere in Newtonian
or viscoelastic fluids, at very low Reynolds number, converges
with the leading sphere to form a longer chain~Fig. 2!. The long
chain of spheres behaves like a long object and tends to fall faster
than a single sphere. The weight of a long body increases in
proportion to its length but the drag exerted by the fluid on it does
not increase in the same proportion. This causes a kissing contact
between the chain and the leading sphere. Due to the inertial

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
October 20, 1999; revised manuscript received April 18, 2000. Associate Technical
Editor: M. Dhaubhadel.

Fig. 1 Phenomenon of critical distance with two spheres set-
tling in a viscoelastic fluid. The mechanism of attraction is ex-
plained by compressive normal stresses „Joseph †6‡…. The
mechanism of separation is yet unresolved.
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effects the long chain structure becomes unstable and tumbles at
higher Reynolds numbers. Such turning happens at nonzero Rey-
nolds numbers in Newtonian fluids, whereas in viscoelastic fluids
it happens at relatively higher Reynolds numbers depending on
the fluid ~Liu and Joseph@9#!.

There are various mechanisms at work in the case of a single
sphere falling behind a chain of spheres. The trailing sphere is not
always attracted to the chain. In viscoelastic fluids, it is seen that
there is attraction if the separation between the trailing sphere and
the chain is not very large. As shown in Fig. 3, the trailing sphere
detaches from the chain when the distance between them exceeds
a critical value~Joseph@6#!. This observation is similar to that
seen in the experiments by Riddle et al.@2#. However, sometimes,
an attached sphere in a chain gets separated. In this case the criti-
cal separation for detachment is zero. Although this phenomenon
looks similar to that observed by Riddle et al.@2#, it is not clear if
it is caused by the same mechanism. It is also not clear whether
the phenomenon of critical distance in chains is peculiar to the
viscoelastic fluid model. It is difficult to experimentally study this
phenomenon in Newtonian fluids since a perfectly aligned chain
configuration is not stable. However, this difficulty can be over-
come in numerical simulations.

In this paper, we study the phenomenon of detachment of par-
ticles from a chain. We perform two-dimensional dynamic simu-
lation of particles in Newtonian and Oldroyd-B fluids. In our
simulations, there areN particles~cylinders! in the leading chain
and a trailing particle is placed with some initial separation. We
found that the detachment of a particle from a chain is not peculiar
to the viscoelastic fluid model. It can also be observed in New-
tonian fluids under certain ideal conditions.

In the next section, we will make a brief mention of the numeri-

cal method. Then we will present results on chaining in Newton-
ian and viscoelastic~Oldroyd-B! fluids. In the end conclusions
will be presented.

2 The Numerical Scheme
The numerical scheme is described in detail by Hu@10# and Hu

and Patankar@11#. This scheme solves the full non-linear Navier-
Stokes equations for the fluid in conjunction with the Newton’s
equation of motion for the particles. For a viscoelastic fluid, the
momentum equation is coupled with the constitutive equation of
an Oldroyd-B fluid. The equations are solved by the EVSS
formulation.

A finite element technique based on moving unstructured grids
is used to simulate the motion of large numbers of particles in a
flowing liquid. A generalized Galerkin finite element formulation,
which is second-order accurate in space, is used to discretize the
equations. Upwinding is not used in the convective terms. An
arbitrary Lagrangian-Eulerian~ALE! technique is adopted to deal
with the motion of the particles. At each time step, the grid is
updated according to the motion of the particles and checked for
element degradation. If an unacceptable element distortion is de-
tected, a new finite element grid is generated and the flow fields
are projected from the old grid to the new grid. The generalized
ALE Galerkin finite element approach used here gives rise to a set
of nonlinear algebraic equations, which are solved via a quasi-
Newton scheme. The corresponding linearized system is solved
by an iterative solver using a preconditioned generalized minimal
residual algorithm. Initially, the particles are positioned in the
fluid with a zero velocity. The particles are then released and the
motion of the combined fluid/particle system is simulated using a
procedure in which the positions of the particles and of the mesh
are updated explicitly, while the velocities of the fluid and the
solid particles are determined implicitly. Hu@10# and Hu and
Patankar@11# have reported convergence tests and benchmark so-
lutions for this numerical scheme.

3 Nondimensional Parameters
Consider a viscoelastic~Oldroyd-B! fluid with constant proper-

ties. Leth be the viscosity,l1 be the relaxation time andl2 be
the retardation time of the fluid. Letd be the diameter of the
circular particle,g be the gravitational acceleration,rs be the den-
sity of the particle andr f be the density of the fluid. LetSc be the
critical distance of separation and let there beN particles in the
leading chain. Considering the width of the channel to be large
enough to exclude the wall effects we get

Sc5 f ~d,rs ,r f ,h,l1 ,l2 ,g,N!, (1)

wheref is some function. Applying Buckingham’s Pi theorem we
can write:

S Sc

d D5 f S N,
rs

r f
,

h

r fdAgd
,

l1h

r fd
2 ,

l2

l1
D . (2)

Note that:

h

r fdAgd
[

Fr0.5

Re
and

l1h

r fd
2 [

De

Re
,

where Re is the Reynolds number, Fr is the Froude number, and
De is the Deborah number. The ratio of dimensionless numbers is
used in the expression for critical distance since the characteristic
velocity of the problem is not known beforehand. We use an
Oldroyd-B model withl2 /l151/8.l150 or l2 /l151 results in
a Newtonian fluid.

4 Chaining in a Newtonian Fluid
A vertically falling chain configuration is unstable in Newton-

ian fluids. In our simulations we consider a chain sedimenting
along the centerline of a vertical channel~Fig. 4!. The width of the

Fig. 2 Formation of long chains in Newtonian and viscoelastic
fluids. This chain configuration is unstable in Newtonian fluids
whereas it is stable in viscoelastic fluids in slow flows.

Fig. 3 Phenomenon of critical distance for chains settling in
viscoelastic fluids
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channel is taken large enough to minimize the wall effects. Due to
the symmetry of the problem, the vertical chain configuration is
stable during the simulations even in a Newtonian fluid.

4.1 Phenomenon of Critical Distance of Separation. To
demonstrate the phenomenon of critical distance of separation in a
Newtonian fluid we consider a case withN52, rs /r f51.01 and
Fr0.5/Re50.026. Figure 5 depicts the plot of velocities of the lead-
ing chain and the trailing particle as a function of time for three
different initial separations. If the trailing particle falls with a
velocity less than that of the leading chain then we have separa-
tion; if it falls faster then we have attachment. No detachment is
said to occur if the magnitude of the difference in velocities of the
trailing particle and the leading chain is less than 1024. Figure 5
shows that for zero initial separation all the particles fall with a
common velocity indicating no detachment.

Note that the initial separation is not exactly equal to zero dur-
ing the simulations. We set the initial distance of separation be-
tween all adjacent particles to 0.01 times the particle diameter.
Separation between particles in a liquid is never exactly zero un-

less cavitation occurs. We do not consider this phenomenon.
Hence there is always a thin layer of fluid between the particles.
In our simulations we have a ‘‘collision scheme’’ which keeps the
particles separated by some minimum distance~Hu and Patankar
@11#!. If the particles stay together, the separation distance is
found to reduce to the one set by the collision scheme in all our
simulations. This is as close as the particles can get and is equiva-
lent to zero separation for the purpose of our simulations.

When the initial separation is increased to 1.5 times the diam-
eter of the particles we see that the trailing particle falls faster,
indicating attachment. On further increasing the initial distance of
separation to two times the diameter of the particle, we see that
the trailing particle now falls slower than the leading chain indi-
cating further separation. This clearly indicates that the phenom-
enon of critical distance in a sedimenting chain is not peculiar to
the viscoelastic fluid model and can be seen in Newtonian fluids
as well.

The leading chain behaves like a long body and tends to fall
faster than a single particle~the long body effect!. Consequently,
if the trailing particle is far behind the leading chain there is
separation. But when the trailing particle is in the wake of the
leading chain it experiences reduced drag and may fall faster than
the leading chain, causing attachment. Thus we see attraction due
to the wake effect. Competition between the long body effect and
the wake effect gives rise to the phenomenon of critical distance
of separation in a Newtonian fluid.

4.2 Effect of Number of Particles in the Leading Chain.
Consider a case withrs /r f51.005 and Fr0.5/Re50.026. The ini-
tial distance of separation between the leading chain and the trail-
ing particle is zero. We considerN52 and 3. Figure 6 shows that
for N52 all the particles fall with a common velocity indicating
no detachment. ForN53, the leading chain falls faster than the
trailing particle, indicating detachment. Increase in the number of
particles in the leading chain induces detachment.

Increase in the number of particles in the leading chain in-
creases both, the long body effect and the wake effect~there is a
stronger wake behind a chain falling faster!. The long body effect
dominates as the number of particles in the leading chain is in-
creased. Consequently, the critical distance of separation de-
creases with increase in the number of particles in the leading
chain.

4.3 Effect of Density Ratio. We set N53 and Fr0.5/Re
50.026. The initial distance of separation between the trailing
particle and the leading chain is zero. We consider two cases with
rs /r f51.005 and 1.01, respectively. Figure 7 shows that the trail-
ing particle separates from the leading chain when the density

Fig. 4 Numerical simulations are performed in a channel with
the walls wide apart „the channel width is 15 times the particle
diameter …

Fig. 5 Phenomenon of critical distance in Newtonian fluids,
NÄ2, rs Õr fÄ1.01 and Fr 0.5ÕReÄ0.026

Fig. 6 Effect of number of particles in the leading chain. Initial
separation È0, rs Õr fÄ1.005 and Fr 0.5ÕReÄ0.026.
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ratio is 1.005. When the particles are denser (rs /r f51.01), there
is no detachment. Increasing the density ratio increases the wake
effect ~indicated by higher Reynolds number! which induces at-
tachment. This causes the critical distance of separation to in-
crease with increase in the density ratio.

4.4 Effect of Viscosity. We now set N53 and rs /r f
51.01. The initial distance of separation between the trailing par-
ticle and the leading chain is zero. Increase in the viscosity of the
fluid is manifested through increase in Fr0.5/Re. We consider two
cases with Fr0.5/Re50.026 and 0.052, respectively. Figure 8
shows that the trailing particle remains attached to the leading
chain when Fr0.5/Re50.026. Increasing the viscosity increases the
drag on the particles and reduces the Reynolds number~Fig. 8!.
The inertia effects become less dominant at lower Reynolds num-
ber, reducing the wake effect. This causes the critical distance of
separation to decrease with an increase in the viscosity of the
fluid.

5 Chaining in Viscoelastic Fluids
We consider an Oldroyd-B fluid withl2 /l151/8 and De/Re

52.4. In the case of Newtonian fluids, De/Re50. We study the
effect of viscoelastic properties by comparing chains in an

Oldroyd-B fluid and a Newtonian fluid while keeping all other
parameters the same. Consider a case withN52, rs /r f51.003,
and Fr0.5/Re50.026. The initial separation between the trailing
particle and the leading chain is zero. Figure 9 shows that the
trailing particle gets detached in the Newtonian fluid whereas in
the Oldroyd-B fluid there is no detachment. This suggests that the
elasticity of the fluid induced attachment. The tendency to attach
in a viscoelastic fluid is due to the normal stress effects as ex-
plained by Joseph@6#.

Riddle et al.@2# had observed that for large initial separation
~greater than 5 times the diameter of the particle! the trailing
particle tends to detach due to some viscoelastic effects. As men-
tioned before, this has not yet been explained theoretically and is
not captured in any of the numerical simulations. Our simulations
do not capture this effect either. Nevertheless, it should be noted
that the tendency to detach due to the viscoelastic effects~as ob-
served by Riddle! is important for large initial separations
whereas the tendency to detach due to the long body effect is
active even for zero initial separations. Thus, for small initial
separations, long body effect is a dominant phenomenon and es-
pecially so for the detachment of the last particle from a chain.

Figure 10 shows the separation of particles from a chain in
viscoelastic fluids. It shows that the last two particles in a chain of
six particles are detached from the chain one after the other.

Fig. 7 Effect of density ratio. Initial separation È0, NÄ3 and
Fr0.5ÕReÄ0.026.

Fig. 8 Effect of viscosity. Initial separation È0, NÄ3 and
rs Õr fÄ1.01.

Fig. 9 Effect of fluid elasticity. Initial separation È0, NÄ2,
rs Õr fÄ1.003 and Fr 0.5ÕReÄ0.026.

Fig. 10 Sequential separation of particles from a chain of six
particles in a viscoelastic fluid, rs Õr fÄ1.001, Fr0.5ÕReÄ0.026
and De ÕReÄ2.4
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6 Conclusions
In this paper, we have investigated the phenomenon of detach-

ment of a trailing particle from a leading chain, frequently ob-
served in sedimentation experiments involving viscoelastic fluids.
We performed two-dimensional dynamic simulation of particles
in Newtonian and Oldroyd-B fluids. We found that the detach-
ment of a particle from a chain is not peculiar to the viscoelastic
fluid models. It can also be observed in Newtonian fluids under
certain ideal conditions.

A chain of particles behaves like a long body and tends to fall
faster than a single particle, inducing detachment~the long body
effect!. The mechanisms that work against this are the wake effect
and the normal stress effect. The wake of the leading chain re-
duces the drag on the trailing particle. This causes attraction. In a
viscoelastic fluid, the normal stress effect also causes attraction.
The long body effect competes with the wake and normal stress
effects to give rise to the phenomenon of critical distance of sepa-
ration. If the initial separation of the trailing particle from the
leading chain is less than this critical distance then there is attrac-
tion otherwise there is separation. The critical distance of separa-
tion depends on various flow parameters. Knowledge of the func-
tional form of this dependence can be used to determine the
rheological properties of the fluid.

In our numerical simulations, we chose a wide channel to mini-
mize the effect of channel walls. In some experiments, the par-
ticles ~spheres! are dropped in a slit whose gap is slightly bigger
than the particle diameter. This confines the particles to move in
two dimensions. In this configuration, the long body effect will be
reduced since the drag on a chain of spheres will be more linearly
dependent on the length of the chain. In an infinite domain, the
drag on a chain increases logarithmically with the length of the
chain in the creeping flow limit.
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Nomenclature

d 5 diameter of circular particles
De 5 l1U/d; Deborah number
Fr 5 U2/gd; Froude number
g 5 acceleration due to gravity
N 5 number of particles in the leading chain

Re 5 r fUd/h; Reynolds number
S 5 separation between particles~see Figs. 1 and 3!

Sc 5 critical distance of separation for the detachment of the
trailing particle

U 5 characteristic velocity of the problem~defined as the
velocity of the leading chain!

h 5 dynamic viscosity of the fluid
l1 5 relaxation time of the fluid
l2 5 retardation time of the fluid
r f 5 density of the fluid
rs 5 density of the solid particles
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Flow Characteristics of
Transitional Boundary Layers
on an Airfoil in Wakes
Transition characteristics of a boundary layer on a NACA0012 airfoil are investigated by
measuring unsteady velocity using hot wire anemometry. The airfoil is installed in the
incoming wake generated by an airfoil aligned in tandem with zero angle of attack.
Reynolds number based on the airfoil chord varies from 2.03105 to 6.03105; distance
between two airfoils varies from 0.25 to 1.0 of the chord length. To measure skin friction
coefficient identifying the transition onset and completion, an extended wall law is devised
to accommodate transitional flows with pressure gradient and nonuniform inflows. Varia-
tions of the skin friction are quite similar to that of the flat plate boundary layer in the
uniform turbulent inflow of high intensity. Measured velocity profiles are coincident with
families generated by the modified wall law in the range up to y1540. Turbulence
intensity of the incoming wake shifts the onset location of transition upstream. The tran-
sitional region becomes longer as the airfoils approach one another and the Reynolds
number increases. The mean velocity profile gradually varies from a laminar to logarith-
mic one during the transition. The maximum values of rms velocity fluctuations are
located near y1515–20. A strong positive skewness of velocity fluctuation is observed at
the onset of transition and the overall rms level of velocity fluctuation reaches 3.0–3.5 in
wall units. The database obtained will be useful in developing and evaluating turbulence
models and computational schemes for transitional boundary layer.
@S0098-2202~00!01603-5#

Introduction

The flow over the blades of turbomachinery are usually highly
three dimensional, turbulent, and unsteady due to their complex
geometry and interaction between the rotating and nonrotating
blades. The flows are transitional over a considerable part of the
blade, especially in machines of compact design and small size.
Therefore correct prediction of skin-friction and heat transfer co-
efficients in the transitional boundary layer are important for de-
veloping highly efficient compressor blades and predicting hot
spots on turbine blades. However, the transition procedure is com-
plex and affected by many parameters. Many studies investigating
the flow structure and modeling the transition procedure have
been done in the past. Most of them have focused on steady flows
with highly turbulent freestream, pressure gradient, streamline
curvature and unsteadiness~see review papers by Mayle@1#;
Walker @2#!. However, it is still interesting to expand our knowl-
edge of physical aspects of the transitional boundary layer~e.g.,
bypass transition developing on the blade in the highly turbulent
steady flows!.

Many studies on the effects of freestream turbulence and pres-
sure gradient have been performed on flat plates, since they are
the most influential parameters on the boundary layer transition.
The isolated and combined effects of freestream turbulence and
adverse pressure gradients were studied parametrically, based on
turbulent intermittency in the boundary layer~Gostelow et al.@3#;
Gostelow and Walker,@4#!. They reported similar transition be-
havior based on the measured intermittency and the linear combi-

nation of laminar and turbulent properties. Conditionally sampled
turbulence does not show fully developed turbulent flow charac-
teristics, and the nonturbulent part does not show laminar flow
characteristics. Therefore, linearly combining the laminar and tur-
bulent properties is questionable even for flows without pressure
gradient~Kuan and Wang@5#; Sohn and Reshotko@6#!.

Mislevy and Wang@7,8# investigated the effects of adverse
pressure gradients on momentum and thermal structures for a de-
veloping boundary layer. They reported that highly turbulent
shear layer is generated in the near wall (y157) pretransition
region. They also observed a broader region of streamwise veloc-
ity fluctuation in the transverse direction unlike the zero pressure
gradient flows.

The European Research Community on Flow Turbulence and
Combustion~ERCOFTAC! special interest group made an experi-
mental database of the transitional boundary layer, and applied the
available turbulence models to verify them for transitional flows
~Savill @9#!. However, a turbulence model for accurate prediction
of the transition on the blades in various conditions is not avail-
able. More data are needed to validate turbulence models and
CFD techniques.

The present study provides an experimental data set of a tran-
sitional boundary layer on the NACA0012 airfoil located in the
turbulent wake generated by another upstream airfoil. The transi-
tional boundary layer on an airfoil in the nonuniformly distributed
freestream velocity profile is a more realistic case of turbomachin-
ery flow, since there are extra strain and curvature effects. Jeon
and Kang@10# measured boundary layers on a flat plate in wakes.
They reported that the Computational Preston tube Method
~CPM!, proposed by Nitsche et al.@11#, is a simple and conve-
nient method to measure the skin friction in the transitional
boundary layer. However, it is quite difficult to obtain accurate
data over the flat plate due to thickness of the leading edge spe-
cially in the nonuniform flow. Numerical schemes also have dif-
ficulties in accurate treatment of the knife edge, since grid gen-
eration is usually developed for round edges of turbomachinery
blades. The boundary layer flow on the NACA0012 airfoil devel-
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ops under an adverse pressure gradient on the curved surface ex-
cept in the vicinity of the leading edge. Strong turbulence inten-
sity of the incoming wake over the leading edge of the airfoil
stimulates the boundary layer transition. The wakes were usually
generated by putting rods of small diameter upstream in previous
studies. In such cases, unnecessary vortex shedding appeared from
the cylinder and large velocity defects were hard to obtain. More
natural and stable wake profiles of high turbulence intensity could
be obtained by installing another airfoil upstream in the present
study. The flow condition of the present study represents flows in
the turbomachinery more closely than that of a flat plate. We
expect that these data will contribute to development and valida-
tion of turbulence models and computational schemes for transi-
tional flows. Since the flows are carefully measured at low Rey-
nolds numbers, the data are also quite useful and interesting for
people to develop low speed and small airfoils.

Experimental Program

Facility and Instrumentation. The experiment was con-
ducted in a closed-type wind tunnel. At a flow speed of 30 m/s,
the background turbulence level was 0.3 percent~low-pass filtered
at 10 kHz! and the flow uniformity 0.36 percent. The variation of
the static pressure in the test section without airfoils is less than
0.5 percent of dynamic pressure. Two NACA0012 airfoils are
vertically mounted in tandem with zero angle of attack at the
center of test section~W 600 mm3H 300 mm3L 2000 mm!. The
upstream airfoil has 44 static pressure holes of 0.8 mm and the
downstream airfoil has 40 holes. The schematic of the arrange-
ment is shown in Fig. 1. Strips of sandpaper~220 grade! are
pasted on both sides of the upstream airfoil betweenX5175 and
195 mm to generate a stable wake flow. Streamwise mean veloc-

ity and velocity fluctuations are measured with a single hot wire
probe ~DANTEC 55P15!. The anemometer is calibrated using a
standard Pitot tube and the output is fitted to a fourth order poly-
nomial. The output of the hot wire anemometer is low-pass fil-
tered at 3 kHz and sampled with 6 k samples/s for 20 s by the
12-bit analog to digital conversion board~Data Translation 2833!
installed in a PC~Intel 80386!. The probe is traversed vertically
normal to the wall by a traverse unit with 0.01 mm resolution
installed on the roof of the test section and controlled automati-
cally by the PC. The incoming wake profiles are measured with
X-wire probe~DANTEC 55P63!. A single wire calibration proce-
dure was applied to each wire independently on the base of effec-
tive velocity ~cosine cooling law!. The instantaneous velocityu
and v were obtained by adding or subtracting each effective ve-
locity component. Forty-eight channels of Scanivalve with a pres-
sure transducer~MKS 220CD! are used to measure multi-point
static pressures.

Measuring Skin Friction. Although the skin friction is an
important parameter for boundary layers, it is difficult to measure
in the transitional region. Jeon and Kang@10# showed that CPM
with a proper correlation of the displacement factor is useful for
measuring the skin friction in transitional boundary layers. In the
present study, we extended the wall law given by CPM to include
the effects of pressure gradients; the hot-wire measurement of the
mean velocity is employed to determine the unknown parameters
in CPM, instead of using conventional multi-sized Preston tubes.
The initial distance of the hot wire from the wall,y0 is also an
unknown parameter in the extended wall law to obtain the wall
shear stress. The extended wall law assumes following family of
profile with three free parameters (K1 ,K2 ,K3).

u15E
0

y1 2~11K3y1!

11@114~K1y1!2~11K3y1!~12exp~2y1A11K3y1/K2!!2#0.5
dy1 (1)

whereu1 is the streamwise mean velocity andy1 is normal dis-
tance from the wall in the wall unit.K1 , K2 andK3 correspond to
the von Karman constantk, the van Driest constantA1, and the
pressure gradient parameterK35p15n/rut

3(dp/dx), respec-
tively, in the fully turbulent boundary layer. HereK2 is set to the
standard value of 26. Therefore three unknowns,K1, friction ve-
locity ut , andy0 are determined using measured values of veloc-
ity in the region ofy155 – 40. The values ofut and y0 are ini-
tially obtained by a conventional linear fit (u15y1) with three or
four mean velocity data near the wall. With these initial values,
the three unknowns are determined by iteration of Eq.~1!. The
correlation of displacement factor of Preston tubes in the CPM is
very important for the measurement of skin friction, because er-
rors of CPM mostly depend on displacement factor~Kang et al.
@12#!. However, in our measurement, the errors due to the dis-
placement factor are not existent because interaction between hot-
wire and wall is negligible even aty155.

Recently, Choi et al.@13# calculated the transitional boundary
layer on a flat plate using the Direct Numerical Simulation tech-
nique. Skin friction computed directly by DNS is compared with
that computed by the extended wall law using the DNS data, as
shown in Fig. 2. The maximum deviation between the two values
is 5.6 percent. This shows that the extended wall law can be
successfully used to measure skin friction.

Uncertainty Analysis. The uncertainty levels for hot-wire
measurements are estimated according to Yavzukurt@14#. The

Fig. 1 Schematic of the arrangement of airfoils
Fig. 2 Comparison of the extended wall law with the DNS data
for skin friction
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major uncertainty comes from the difference of the hot-wire out-
put before and after the measurement; this is due to air tempera-
ture variation and the dust contamination. Air temperature varia-
tion during measurement was within 0.3. The maximum deviation
of calibrated velocity is 2.0 percent when compared with the re-
calibrated velocity after the measurement. Combining other uncer-
tainty factors with the flow condition and calibration of the
I-probe, the uncertainty level for the measurement of I-probe is
2.35 percent. Mean velocity and the rms velocity fluctuation were
obtained by real-time data reduction technique. Therefore, they
have the same uncertainty levels. The range of uncertainty analy-
sis for I-probe measurement~in the boundary layer! is restricted to
u>4 m/s, because meaningful data were obtained within this
range for the boundary layer measurements.

In addition to the factors considered in the I-probe measure-
ment, misalignment of the probe to the flow must be considered
for the X-probe measurements. Simply we put the mean yaw
angle of the wire as 45 degree following specifications of the
maker. No yaw angle calibrations were made. Since the probe
misalignment is within one degree, the total uncertainty level for
the X-wire velocity measurement is 2.96 percent.

In the transition region, we applied the extended wall law to
estimate the skin friction coefficient. The maximum deviation be-
tween the modified wall law and the measured velocity profile
was 2.25 percent. We simply estimated the uncertainty level of the
friction velocity by the extended wall law with the change of
mean velocity within 2.25 percent deviations. We found that the
uncertainty level of the friction velocity was 4.2 percent~8.4 per-
cent for skin-friction coefficient,Cf).

Experimental Results and Discussion
The alignment of the airfoil is confirmed by checking symmet-

ric static pressure distributions on the airfoil, which are shown in
Fig. 3. The solid line shows the potential flow solution consider-
ing wall blockage, and dotted line shows the values in the infinite

domain. For the single airfoil, the measured distributions of pres-
sure with different flow speeds coincide well with the calculated
results on the both sides as in Fig. 3~a!. From the leading edge to
11.5 percent of chord, the flow accelerates under favorable pres-
sure gradient, and decelerates after that under adverse pressure
gradient. When an airfoil is installed in the wake, the pressure
distribution on the downstream airfoil changes due to the wake as
shown in Fig. 3~b!. As the distance between two airfoils de-
creases, the mean velocity defect of the incoming flow increases
as expected. The minimumCp on the downstream airfoil in-
creases and moves downstream.

Profiles of the mean velocity, turbulence intensity and Reynolds
shear stress are measured using an X-wire to confirm two-
dimensionality of the wake at three locations (Z/c50, 60.35 at
1.5 chord downstream of the single airfoil in the uniform flow,
CASE0. The X-wire measurements showed that the wake flow is
two-dimensional and the wake thickness is about 10 mm. Bound-
ary layer velocity profiles were measured along the mid-span of
the downstream airfoil. The transition regions for six cases are
determined from the measured skin friction coefficients and sum-
marized in Table 1. CASE1, CASE2, and CASE3 are to investi-
gate the effects of Reynolds number for the distance between two
airfoils of one chord length. CASE3, CASE4, and CASE5 were
performed to see the effects of distance between two airfoils for
fixed Reynolds number.

Boundary Layer in the Uniform Flow. Transitional bound-
ary layer on the airfoil in a uniform flow, without an upstream
airfoil ~CASE0!, was measured as a baseline case. Variations of
skin friction coefficient are shown in Fig. 4. Transition starts at
Ru5500 ~X5185 mm! and ends atRu5 860 ~X5235 mm!. Tran-
sition is assumed to start and end at the locations of local mini-
mum and maximum values of skin friction, respectively. Local
skin friction in the laminar region is smaller than that of the flat
plate boundary layer under zero pressure gradient due to the ad-
verse pressure gradient on the airfoil. In the turbulent region, the
value of skin friction is 20 percent smaller than that of the zero
pressure gradient boundary layer, which agrees well with the re-

Table 1 Transition extents in 6 cases tested

CASE

Distance
between
airfoils

Reynolds
number
(3105) XS /c (XE2XS)/c

CASE 0 Single airfoil 6.0 185/300 50/300
CASE 1 G/c51.0 6.0 60/300 95/300
CASE 2 G/c51.0 4.0 75/300 100/300
CASE 3 G/c51.0 2.0 105/300 120/300
CASE 4 G/c50.5 2.0 95/300 110/300
CASE 5 G/c50.25 2.0 85/300 90/300

Fig. 3 Distributions of static pressure „a… for single airfoil and
„b… for airfoil in wakes „uncertainty for Cp is Á0.015…

Fig. 4 Variations of skin friction for CASE0 „uncertainty for Cf
is Á8.4%…
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sults of flat plate boundary layer under adverse pressure gradient
~Mislevy and Wang@7#; the transition onset Reynolds number at
the start of transition decreases even for weak adverse gradient!.
Although there are no experimental data of skin friction on airfoils
at low Reynolds numbers, Kerho and Bragg@15# studied transi-
tional flow on a NACA0012 airfoil using an intermittency signal.
They reported that the transition starts atX/c50.65 and the length
of transition is, (XE2XS)/c50.125 at R57.53105 based on
chord length. In spite of the difference in test conditions, the ex-
tent of transition and the onset location of transition are quite
similar to the results of the present study.

Several profiles of streamwise mean velocity are shown in Fig.
5~a!. Experimentally determined parameters of the extended wall
law are also given in Fig. 5~a!. The boundary layer thickness,d
(u50.99ue) is 0.8–6.0 mm fromX5135 to 275 mm. Before the
onset of transition, velocity profiles coincide well with the relation
u15y1 up to y1520. The measured velocity near the wall of
y1,4 deviates from the law of the wall due to wall cooling effect
of the hot-wire. From the onset of transition, the mean velocity
profile slowly changes and converges to the logarithmic profile
after X5235 mm. The velocity profile in the logarithmic region

after the end of transition is still steeper than that of the flat plate
turbulent boundary layer under zero pressure gradient. This is
expected because the turbulent boundary layer on the airfoil, even
after the end of transition, does not reach the equilibrium state. An
enlarged view of Fig. 5~a! over the region of 5<y1<100 is
shown in Fig. 5~b! with corresponding profiles of the extended
wall law. The valid region for the extended wall law becomes
large fromy1<30 just after the onset of transition toy1<100 at
the end of transition.

The rms profiles of streamwise velocity fluctuation are shown
in Fig. 5~c!. The transition onset in this study corresponds to the
location of turbulent spot creation. Thus, there are large velocity
fluctuations in the pre-transition, so called laminar like region, due
to Tollmien-Schlichting~T-S! waves and their nonlinear interac-
tion. As the transition starts, the fluctuation grows quickly. Just
after the onset of transition~X5195 mm!, the maximum value of
u81 becomes as high as 6.0~13 percent of freestream velocity! at
y1540. The value ofu81 is nearly constant betweeny1510 and
20. The location of local maximum moves to the boundary layer
edge during the transition. It suggests that vortices generated dur-

Fig. 5 Profiles of „a… streamwise mean velocity, „b… enlarged view of „a… and „c… rms
velocity fluctuation for CASE0 „uncertainties for u¿ and u 8¿ are Á4.8%…
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ing the transition period move upward from the wall. The distri-
bution ofu81 form a typical fully turbulent flow as expected. Just
before the onset of transition,X5175 mm,u81 shows two peaks
at y155 and 30, whose values are about 1.8. As the boundary
layer develops, the outer peak moves to the external boundary
layer and the inner peak is flattened. The value ofu81 is nearly
3.0 betweeny155 and 15 atX5185 mm~transition onset!, 5.0
betweeny1510 and 20 atX5195 mm, and 4.1 betweeny1

510 and 30 atX5205 mm ~mid-transition!. The peak point of
u81 continues to move to the external boundary layer during the
transition. The streamwise turbulence intensity at the location of
maximumu81 is almost 80 percent of the total turbulence inten-
sity, implying high anisotropy due to streamwise vortices.

Power spectral densities~PSD! of velocity fluctuation near the
wall (y/d>0.1) at several streamwise locations are shown in Fig.
6. In the region ofX5135–175 mm, two dominant peaks of the
PSD appear around 1200 and 1800 Hz. The primary peak occurs
at 1200 Hz, which corresponds to a two-dimensional T-S wave.
At X5135 mm, far away from the onset of the transition, T-S
waves develop up to the transition onset point~peaks atf51200
and 1800 Hz!. The waves grow and the values of PSD become
more than 103 times that atX5185, where turbulent spots de-
velop. After that, T-S waves do not grow anymore; the spectrum
becomes more flattened and shows a similar distribution of fully
turbulent flow. Walker and Gostelow@16# reported that there ap-
pears a primary peak corresponding to a T-S wave and several
harmonics for mild adverse pressure gradient flows; this trend is
similar to our case.

Effect of Incoming Wake on the Boundary Layer. With the
baseline data for the uniform flow described above, the effects of
the wake on the boundary layer development and transition are
investigated. The effects of Reynolds number and distance be-
tween the two airfoils are discussed.

Reynolds Number Effect. The characteristics of the bound-
ary layer developing in wakes are quite different from those of a
single airfoil in a uniform flow because turbulence intensity,
length scale and mean strain in the wake strongly affect the tran-
sition mechanism. Mean velocity and turbulence intensity profiles
of the incoming wake for CASE1 (R56.03105) are shown in
Figs. 7~a! and~b!, respectively. As the wake approaches the nose
of the downstream airfoil, the velocity profile becomes disturbed
due to the blockage. Theu8-maximum occurs at the location of
maximum shear stress andv8 maximum occurs at the centerline
of the wake as usual case. The measured data show good wake
symmetry. The wake thickness is about 60 percent of airfoil thick-
ness as seen in Fig. 7~a!. As Reynolds number decreases, the
thickness of the wake increases and the velocity defect decreases
as expected. AtX/c520.557 the velocity defect decreases from

15 percent ofU` to 10 percent asR decreases from 6.03105 to
2.03105. The turbulent intensities of the wake~Tu! at X/c5
20.1 increase from 2.4 percent~CASE1! and 2.7 percent
~CASE2! to 3.7 percent~CASE3!.

To determine the range of transition, we show distributions of
skin friction coefficient for G/c51.0 for different Reynolds-
number cases with respect toX or RX in Figs. 8~a! and ~b!, re-
spectively. In the transition region, the skin friction increases

Fig. 6 Power spectral density of velocity fluctuation for
CASE0

Fig. 7 Profiles of „a… streamwise mean velocity and „b… turbu-
lence intensities of the upstream wake for CASE1 „uncertain-
ties for u, u8 and v 8 are Á2.96%…

Fig. 8 Variations of skin friction for different Reynolds num-
bers with respect to „a… chordwise location and „b… Reynolds
number based on chordwise location „uncertainty for Cf is
Á8.4%…
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much more gradually than in the natural transition of the baseline
CASE0. The transition commences much earlier than that in
CASE0, which is typical of bypass transition in a turbulent free
stream. This will be discussed in detail later.

Profiles of streamwise mean velocity for CASE1 are shown in
Fig. 9~a! in wall units with parameters of extended wall law ob-
tained during the CPM procedure. An enlarged view of Fig. 9~a!
for the range of 5<y1<100 is shown in Fig. 9~b! with profiles of
extended wall law. A new laminar like boundary layer start to
develop from the leading edge in the external shear layer of the
incoming wake. The new layer shows a typical linear profile of
u15y1 over the transition onset location~X560 mm!. During the
transition, the mean velocity profile changes gradually from a
laminar one to a logarithmic one. At the end of the transition, the
logarithmic region is relatively short due to the low Reynolds
number (R56.03105); the slope of the logarithmic profile is
steeper than that of a flat plate boundary layer. As the Reynolds
number decreases, the logarithmic region becomes shorter at the
end of transition due to the adverse pressure gradient~not shown
here!. The valid region for the extended wall law at the onset of
transition decreases for 5<y1<20, since the incoming wake dis-
turbs the boundary layer. As the flow moves downstream, the
valid region of the extended wall law grows. At the end of tran-
sition, this region grows up toy1<100, corresponding to the
inner region for the turbulent boundary layer. The extended wall
law is valid for the newly developing layer near the wall, and such
information is carefully used to obtained the wall shear stress
using the CPM.

The rms distributions of streamwise velocity fluctuation for
CASE1 (R56.03105) and CASE3 (R52.03105) are shown in
Figs. 10~a! and ~b!, respectively. The maximum value ofu81

reaches 3.5~12 percent of free stream velocity! just after the onset
of transition (X575 mm!. Although this value is much lower than
that of CASE0, this does not mean that turbulence is suppressed

Fig. 9 Profiles of „a… streamwise mean velocity for CASE1 and „b… enlarged view of
„a… „uncertainty for u¿ is Á4.8%…

Fig. 10 Profiles of rms velocity fluctuation „a… for CASE1 and
„b… for CASE3 „uncertainty for u¿ is Á4.8%…
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by the wake; it simply implies that the transition occurs much
earlier in wakes as seen in Fig. 8; thus, the skin friction coefficient
is larger for CASE1–3. The location of maximumu81 occurs at
aroundy1520 during the transition for CASE1–3, and moves a
little closer to the wall although it moves away from the wall for
CASE0. Note that the peaku81 aroundy1520 at transition onset
reaches 3.5 for CASE1 and CASE3. For CASE3,u81 reaches its
maximum value of about 4.0 aty1520 andX5145 mm~initial
stage of transition!. The local maximum ofu81 occurs aty1

520 through transition, and their values decrease to 2.5 atX
5225 mm~the final stage of transition!. At the end of the transi-
tion, the peak values ofu81 are 1.8, 1.9 and 2.4 for CASE1,
CASE2, and CASE3, respectively. This shows that the reducing
flow speed improves the near wall resolution of the hot wire.

However, the characteristics of the boundary layer are nearly un-
changed. The skewness distribution of the velocity fluctuation is
quite similar for three cases~not shown!.

For CASE3 of a relatively low Reynolds number, the PSD of
velocity fluctuation in Fig. 11 shows that the flow is fully random
throughout the transition region. PSD distributions for CASE1–3
are different from the one for CASE0~PSDs for CASE1–3 are
almost the same; CASE3 is shown only!. During the transition,
there is no dominant peak as for CASE0, implying that the tran-
sition processes do not experience T-S wave formation; it directly
passes to spot formation.

Airfoil Distance Effect. As the distance between the two air-
foils decreases, the turbulence intensity and the velocity defect of
the incoming wake increases, and the wake thickness decreases as
shown in Figs. 12~a!, ~b!, and~c!. Turbulence intensity profiles of

Fig. 11 Streamwise variation of power spectral density for
CASE3 at y¿Ä5

Fig. 12 Streamwise mean velocity profiles of incoming wakes
„a… for CASE3, „b… for CASE4 and „c… for CASE5 „uncertainty for
u is Á2.96%…

Fig. 13 Profiles of turbulence intensities of incoming wakes
„a… for CASE3, „b… for CASE4 and „c… for CASE5 „uncertainties
for u 8 and v 8 are Á2.96%…

Fig. 14 Variations of skin friction for different airfoil distances
„uncertainty for Cf is Á8.4%…
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Fig. 15 Profiles of streamwise mean velocity „a… for CASE3, „b… enlarged view of „a…,
„c… for CASE5 and „d… enlarged view of „c… „uncertainty for u¿ is Á4.8%…
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the incoming wake at three locations for each case are shown in
Figs. 13~a!, ~b!, and~c!. As the distance between the two airfoils
decreases, the difference betweenu8 andv8 gradually increases,
i.e., the flow becomes more anisotropic; the maximumu8 and
turbulence intensity increase as expected.

As the turbulence intensity increases, the skin friction over the
blade increases, transition onset location moves upstream, and the
length of transition region decreases as shown in Fig. 14. Differ-
ences inCf for CASE3–5 in the laminar region are much larger
than those for CASE1–3 in Fig. 8. For CASE1–3, the starting
points of virtual boundary layer are the same; however, wake
thickness are all different for CASE3–5, so that interaction be-
tween the incoming wake and boundary layer changes the virtual
starting point of boundary layer. As a result,Cf-distributions in
CASE3–5 show larger differences than those do in CASE1–3.
However, the slope ofCf-variation before transition is similar for
these three cases.

The streamwise mean velocity profiles for CASE3 (G/c51.0)
and CASE5 (G/c50.25) are shown in Figs. 15~a! and ~c!; en-
larged views of~a! and~c! with profiles of extended wall laws are
shown in Figs. 15~b! and ~d!, respectively. Theu-profile shows a
gradual variation starting from the linear distribution at the tran-
sition onset to a logarithmic one at the end of transition. Valid
region for the extended wall law grows fromy1<15 ~at the onset
of transition! to y1<100 ~at the end of transition! for both cases.
The extended wall law cannot represent the initial incoming wake.
However, as fluid moves downstream, the boundary layer thick-
ness grows, so that the valid limit of the extended wall law in-
creases asX increases, which is shown by Figs. 15~b! and ~d!,
respectively. In CASE5, the differences inu outside the boundary
layer along the streamwise direction are much smaller than those
in CASE3, becauseCf -variation is smaller in CASE5 shown in
Fig. 14.

Theu81 profiles for CASE5 (G/c50.25) are shown in Fig. 16.
The maximum ofu81 ~16 percent ofU`) occurs in the interval of
y1515– 20 as in CASE1. At transition onset point, the values of
maximum u81 are 3.5 and 3.0 for CASE3~Fig. 10~b!! and
CASE5 ~Fig. 15!, respectively. These values are consistent with
the criteria for transition onset suggested by Sharma et al.@17#
and Mayle and Schulz@18#. During transition, theu81 profiles
become flattened near the peak. The region for flattened profiles
corresponds to the one for the logarithmic profile and grows in the
streamwise direction, which is consistent with the mean velocity
profiles. At the end of the transition, the flattened profile extends
up to y1580, suggesting that the logarithmic region develops up
to y1580. The tails ofu81-profiles abovey15100 are due to the
incoming wakes; however, the exact location of the wake is hard
to determine from theu81-profile. This will be discussed in de-
tails from the skewness data.

Skewness distributions show the edges of the boundary layer
and wake more clearly as shown in Fig. 17. The maximum posi-
tive skewness appears at the onset of transition near the wall in all
cases. At the onset point, the turbulent region occurs intermit-
tently and produces a lot ofu-fluctuation around it as shown in
Fig. 19. This results in a positive peak of skewness as in Fig.
17~a!. As the fluid moves downstream, the spot extends and
spreads in both time and space, thus the value of the positive peak
decreases. The skewness distribution always shows two valleys
during transition. Inner valleys represent the remains of the in-
coming wake. Since the boundary layer grows in the streamwise
direction, these valleys move away from the wall. As the distance
between the two airfoils decreases, the inner valley loses its iden-
tity at the end of the transition. This is because the incoming wake
is initially located closer to the centerline for CASE5 as shown in
Fig. 12. Thus, the incoming wake maintains its identity closer to
the wall, even after transition for CASE5~Fig. 17!, than for
CASE3. Thus, the inner valley loses its identity faster than
CASE3 as the logarithmic region grows at almost the same rate

Fig. 16 Profiles of rms velocity fluctuation for CASE5 „uncer-
tainty for u 8¿ is Á4.8%…

Fig. 17 Skewness profiles „a… for CASE3, „b… for CASE4 and
„c… for CASE5 „uncertainty for S is Á7.05%…
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for CASE3–5. An interesting observation is that skewness distri-
butions are quite different during the transition for CASE3–5
~when incoming wakes are different!. However, at the end of tran-
sition, all three cases have the same skewness distribution for
y1<100. This suggests that the dynamics of newly developing
boundary layer is not affected by the variation of incoming wakes.
This validates the use of common turbulence models after transi-
tion irrespective of the freestream turbulence.

Velocity Signals. The instantaneous velocity signals from a
hot wire anemometer~HWA! for 100 ms aty/d50.1 are shown in
Fig. 18 for CASE0. However, it is difficult to decide whether the
instantaneous flow is turbulent, since the velocity fluctuation in
the boundary layer grows during transition. This is consistent with
the report by Mislevy and Wang@8# that the magnitude of three-
dimensional instability can be of the same order of that of turbu-
lent spots. Thus, it seems to be meaningless to determine the
transition onset location from intermittency. They reported that
the adverse pressure gradient affects and disguises the turbulent
spots, even under weak pressure gradient, and the magnitude of
waves can be of the same order as the magnitude of turbulent
spots.

For CASE3 where the incoming wake is present, the velocity
signal is more intermittent than that for CASE0 at the onset of the

transition as shown in Fig. 19. However, it is not proper to deter-
mine the onset point by intermittency, because velocity signal
before transition is also intermittent. In the middle of the transi-
tion, the small-scale fluctuation is more apparent than that at the
onset of the transition. At the end of the transition, the small-scale
turbulence grows completely, and the velocity signal becomes the
same as that in CASE0.

Conclusion
We have obtained a database for the transitional boundary lay-

ers on an NACA0012 airfoil in various incoming wakes. This can
be used to validate turbulence models and simulation schemes for
turbomachinery in the future. Conclusions of the present study are
as follows:

1 We have extended the CPM procedure by using ‘‘the ex-
tended wall law’’ to include the pressure gradient effect. This
approach is successfully applied it to flows around airfoils with/
without incoming wakes to determine the onset and the end of the
transition. This extended wall law is found to be consistent with
the velocity profiles which vary from laminar to turbulent ones.

2 Bypass transition occurs in flows around an airfoil when in-
coming wake is turbulent.

3 When an incoming wake is present, the transition onset shifts
upstream and the transition length becomes smaller as Reynolds
number increases and as the airfoil gap decreases.

4 In the transition region, the value of maximumu81 occurs in
the interval ofy1515–20 and the value is 3.0–3.5 for different
inflow conditions at transition onset point.

5 The skewness is found to be an effective measure to locate
the various regions when the boundary layer and the incoming
wake interact with each other. The skewness is also found to be a
good indicator for the onset of transition since it reaches the posi-
tive peak at the onset of the transition.
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Nomenclature

A1 5 van Driest constant
c 5 chord length of airfoil

Cp 5 static pressure coefficient, 2(p2p`)/rU`
2

Cf 5 skin friction coefficient, 2tw /rue
2

K 5 acceleration parameter, (n/u`
2 )(du` /dx)

G 5 distance between two airfoils
K1 , K2 , K3 5 parameters of CPM

ut 5 friction velocity
p 5 static pressure
R 5 Reynolds number based on airfoil chord,

U`c/n
RX 5 Reynolds number based on chordwise distance,

U`X/n
Ru 5 Reynolds number based on momentum thick-

ness,ueu/n
S 5 skewness factor

Tu 5 inlet turbulence intensity,A(u212v2)/3/U`(%)
U` 5 flow speed at far upstream
U,u 5 streamwise mean velocity

u(t) 5 instantaneous velocity
u1 5 normalized mean velocity,u/ut

u8 v8 5 rms of streamwise and normal velocity fluctua-
tion

u81 5 normalized rms velocity fluctuation,u8/ut

Fig. 18 Velocity signals at y ÕdÄ0.1 for CASE0

Fig. 19 Velocity signals near the wall „y¿Ä5… for CASE3
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x 5 streamwise distance
X 5 longitudinal coordinate from leading edge
y 5 normal distance from the wall

y1 5 dimensionless distance from the wall,uty/n
y0 5 initial distance of the probe from the wall
Y 5 normal coordinate toXZ plane
Z 5 spanwise coordinate
d 5 boundary layer thickness
k 5 von Karman constant
n 5 dynamic viscosity of air
u 5 momentum thickness
r 5 density of air

tw 5 wall shear stress

Subscripts

` 5 far upstream value
e 5 freestream value
E 5 end of transition
S 5 onset of transition
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Rough Wall Turbulent Boundary
Layers in Shallow Open
Channel Flow
An experimental study was undertaken to investigate the effects of roughness on the
structure of turbulent boundary layers in open channels. The study was carried out using
a laser Doppler anemometer in shallow flows for three different types of rough surface, as
well as a hydraulically smooth surface. The flow Reynolds number based on the boundary
layer momentum thickness ranged from 1400 to 4000. The boundary layer thickness was
comparable with the depth of flow and the turbulence intensity in the channel flow varied
from 2 to 4 percent. The defect profile was correlated using an approach which allowed
both the skin friction and wake strength to vary. The wake parameter was observed to
vary significantly with the type of surface roughness in contradiction to the ‘‘wall simi-
larity’’ hypothesis. Wall roughness also led to higher turbulence levels in the outer region
of the boundary layer. The profound effect of surface roughness on the outer region as
well as the effect of channel turbulence on the main flow indicates a strong interaction,
which must be accounted for in turbulence models.@S0098-2202~00!00803-8#

Introduction
The turbulent boundary layer is likely the most important engi-

neering flow from a practical viewpoint, since it is encountered in
so many industrial and environmental applications. The skin fric-
tion characteristics of boundary layers have been studied exten-
sively and almost continuously over the past ninety years. Yet,
there still remains numerous important research questions regard-
ing the structural characteristics of turbulent boundary layers, and
directly related to this, our ability to model or predict such flow
parameters as the skin friction coefficient in practically relevant,
i.e., complex, flow configurations. One feature of turbulent bound-
ary layers which continues to warrant the attention of researchers,
both experimental and computational, is surface roughness and its
effect on momentum transport in the boundary layer~Patel @1#!.
Surface roughness is not only widely encountered in industrial
flow applications such as flow over turbine blades or flow through
duct systems, but it becomes critically important in environmental
flows, where surface roughness is dominant. In this paper, the
topic of surface roughness will be investigated in the context of
relatively shallow open channel flows. Although there are clear
differences between the canonical zero pressure gradient bound-
ary layer and that in open channel flow, the effect of surface
roughness on the velocity field is found to be similar.

Nikuradse @2# carried out extensive measurements in pipes
roughened by sand grains and established the framework of our
understanding of rough wall turbulent flow. Since then, it has
come to be accepted that with increasing Reynolds number the
skin friction of a rough wall turbulent flow deviates from that of
the smooth wall and becomes dependent on the relative length
scale of the roughness as well as the Reynolds number~Tani and
Motohashi@3#!. At still higher Reynolds numbers, the skin friction
becomes independent of Reynolds number and depends solely on
the roughness scale. This regime has come to be called ‘‘fully
rough.’’ The earliest rough wall experiment on a two-dimensional
turbulent boundary layer is that of Prandtl and Schlichting@4#.
Their study led to the well-known Prandtl-Schlichting formula for
skin friction for a fully rough plate.

For both smooth and rough surfaces, the mean velocity profile

can be thought to comprise two regions. In the inner region, the
appropriate velocity scale is the friction velocityUt , and the
length scale is the viscous length scalen/Ut ~here,n is the kine-
matic viscosity! and/or roughness heightk, for a rough surface. In
the outer region,Ut remains an appropriate velocity scale, but the
characteristic length scale is now the boundary layer thicknessd
~or for a pipe the diameter,d!. Following Millikan @5#, most un-
dergraduate texts teach that the overlap between the inner and
outer regions is characterized by a ‘‘universal’’ logarithmic veloc-
ity profile sometimes referred to as the law of the wall. This
profile leads to the skin friction correlation for smooth surfaces.
The effect of roughness is to produce a downward shift in the
logarithmic profile, which is commonly expressed by the rough-
ness functionDU1. Hama@6# showed that this function is related
to the local skin friction coefficientCf . For a rough wall bound-
ary layer, the complete velocity profile may be written in the
following form

U15
1

k
ln y11C2DU11

2P

k
wS y

d D (1)

where,U15U/Ut , y15yUt /n, k is the Karman constant,C is
a smooth wall constant,DU1 is the roughness shift,P is the
Coles wake parameter andw is a universal function ofy/d. For a
rough surface,y is defined as the distance from the top plane of
the roughness elements to the point of interest plus the distance to
the virtual origin denoted«. Typical values of the two constants in
Eq. ~1! are k50.41 andC55.0, but these values vary slightly
between experiments.

The outer region of a boundary layer is most often studied
using the velocity defect law, which relates the difference between
the freestream velocityUe and the local velocityU to the distance
from the wall and the outer pressure gradient, i.e.,

Ue
12U15gS y

d
,
d*

tw

dPe

dx D (2)

Nikuradse established that for pipe flow, the velocity defect law is
valid except close to the wall, no matter whether the wall is
smooth or rough. Clauser@7# and Hama@6# demonstrated the
validity of the velocity defect law for boundary layer flows on
both smooth and rough walls. Since these earlier studies, signifi-
cant attention has been given to rough surfaces~Furuya and Fujita
@8#, Perry and Abell@9#; Bandyopadhyay@10#; Perry et al.@11#; as
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well as the review by Raupach et al.@12#!. The velocity distribu-
tion in open channel flows has also been studied in the context of
inner and outer layers, see for example, Nezu and Rodi@13# and
Xinyu et al. @14#.

A topic of current debate is the effect of surface roughness on
the velocity characteristics in the outer layer. Using Eq.~1!, the
specific form of the defect law becomes:

Ue
12U15

2P

k Fw~1!2wS y

d D G2
1

k
lnS y

d D (3)

which indicates that the velocity deficit in the outer region is
strongly dependent on the magnitude of the wake parameterP.
The wake parameter is generally regarded as dependent on
streamwise location. Coles@15# initially proposed that for a
smooth-wall zero pressure gradient turbulent boundary layer,P
would be 0.55 at high Reynolds numbers, but later@16# gave an
asymptotic value of 0.62. The recent smooth wall experiments by
Osaka et al.@17# exhibited a Reynolds number dependence forP.
However, an asymptotic value of 0.62 was observed at sufficiently
high Reu . For subcritical smooth-wall open channel flows, Nezu
and Rodi@13# also reported a Reynolds number dependence, but
indicated that the wake parameter remains nearly constant atP
>0.2 for sufficiently high Reynolds numbers. Xinyu et al.@14#
made LDA measurements in super-critical open channel flows at
varying bed slopes and obtained a value ofP>0.3. In the event
that P is independent of the streamwise distancex, the velocity
defect ratio (Ue

12U1) turns out to be a function ofy/d alone
~Tani @18#!. Tani @18# commented that (Ue

12U1) is also a weak
function of Cf , and this dependence precludes the possibility of
even approximate equilibrium for smooth wall boundary layers
~Tani and Motohashi@3#!. As will be shown later, incorrect wake
strength may contaminate an estimate of the skin friction coeffi-
cient, and hence the roughness shift, in rough wall flows.

In considering the effects of surface roughness, often the spe-
cific characteristics of the roughness elements has been given
minimal attention. Two main types of roughness have been iden-
tified in the literature. Following the terminology of Perry et al.
@19#, these are referred to ask-type or d-type roughness. If the
roughness function depends on Reynolds number based on the
roughness height and friction velocity (k15kUt /n), it is termed
k-type roughness. Experiments have shown that thek-type scaling
is not obeyed by grooved surfaces when the cavities are narrow or
on a smooth surface with a series of depressions. This type of
roughness scales with outer variables~the boundary layer thick-
ness,d, or the pipe diameter,d! and is known asd-type.

It has been generally accepted that ak-type roughness only
influences the flow structure in the immediate vicinity of the sur-
face. For a rough-wall boundary layer, the wall similarity hypoth-
esis~proposed by Townsend@20# and slightly modified by Perry
and Abell@9#! states that outside the roughness sublayer, turbulent
motions are independent of the wall roughness at sufficiently high
Reynolds numbers. This would suggest that the turbulence struc-
ture over a significant portion of the boundary layer should be
unchanged in spite of significant alterations to the surface charac-
teristics of the wall. However, recently evidence has been brought
forward which challenges the notion that wall roughness effects
are confined to the roughness sublayer. For example, recent low
freestream turbulence experiments on rough surfaces~see for ex-
ample, Krogstad et al.@21#! have shown a significant deviation of
the wake strength from that proposed by Coles. Thed-type rough-
ness experiment of Osaka and Mochizuchi@22# at Reu55300 gave
P50.68. More recently, Young and Bergstrom@23# obtainedP
50.43 for a perforated plate. A number of previous rough wall
experiments were re-evaluated by Tani@18# and theP values
obtained fell in the range of 0.4–0.7. Mills and Hang@24# re-
marked that extensive rough wall turbulence experiments carried
out at Stanford University gave skin friction coefficients that de-
viate from Prandtl-Schlichting formulation by as much as 25 per-

cent. They attributed the disparity to the neglect of the role of the
wake component of the velocity profile in the Prandtl-Schlichting
formulation.

Two additional factors that complicate the analysis of rough-
wall boundary layers are the effects of~1! an external pressure
gradient and~2! freestream turbulence. In the open channel flows
being considered here, the pressure gradient is negligible since the
change in the free surface elevation is small. On the other hand,
the boundary layer is affected by the moderate levels of turbu-
lence generated upstream of the roughness test section. For
smooth-wall boundary layers at elevated turbulence intensity~Tu!,
Bradshaw@25# argued that the log-law holds when there is local
equilibrium in the near wall region. Hancock and Bradshaw@26#
measured various terms in the turbulence energy transport equa-
tion at Tu<6 percent and found the boundary layer to be in local
equilibrium. More recently, Thole and Bogard@27# extended the
existing smooth-wall data to turbulence intensity values as high as
Tu520 percent. Among other findings, they confirmed the valid-
ity of the log-law at high freestream turbulence and noted signifi-
cant alterations of the outer region of the boundary layer. Based
on the measured velocity spectrum, they found that at Tu
520 percent, the freestream turbulence penetrates deep into the
wall region. Experimental evidence also suggests that the strength
of the wake is strongly altered at high freestream turbulence lev-
els. Blair@28# and Hancock and Bradshaw@29,26# showed that as
the freestream turbulence increases, the outer region of the bound-
ary layer exhibits a depressed wake region. At a turbulence level
of Tu55 percent for example, the wake was essentially nonexist-
ent. In the recent smooth-wall study of Thole and Bogard@27#, an
asymptotic value ofP520.5 was observed.

The summary discussion above indicates that there is reason-
able grounds to suggest that surface roughness in a turbulent
boundary layer can modify the mean velocity profile, even outside
the roughness sublayer. In support of this hypothesis, the present
paper reports some new measurements of the mean velocity pro-
file in a shallow open channel flow for three different types of
roughness elements, as well for a hydraulically smooth surface.
Of specific interest is the effect of roughness on the strength of the
wake, as well as the variation in skin friction resulting from dif-
ferent velocity defect profiles. Consideration is also given to the
effect of the upstream turbulence intensity on the boundary layer
structure. Although comparisons will be made to similar studies
which considered flat plate boundary layer flows, it is important to
recognize that in an open channel flow, the outer edge of the
boundary layer is influenced by the free surface which causes a
local maximum in the streamwise velocity component to occur a
distance below the surface. This effect modifies the magnitude of
the wake parameter, which is further modulated by the effects of
surface roughness as shown in the results presented below.

Experimental Setup and Procedure
The experiments were conducted in a rectangular cross-section

open channel flume. The flume was 0.8 m wide, 0.6 m deep, and
10 m long. The sidewalls of the flume were made of transparent
tempered glass to facilitate velocity measurements using a laser
Doppler anemometer. A contraction and several stilling arrange-
ments used to reduce any large-scale turbulence in the flow pre-
ceded the straight section of the channel. The channel bottom was
made of brass and the slope was adjustable. For the present ex-
periments, the channel bottom was set to be horizontal. The
change in water surface elevation was less than 1 mm over a
streamwise distance of 600 mm implying a negligible pressure
gradient. Figure 1 shows a schematic of a typical velocity distri-
bution in an open channel. In contrast to the canonical zero pres-
sure gradient boundary layer, the velocity profile decreases gradu-
ally from its maximum value aty5d to a slightly lower value at
the free surface,y'h. The free surface is also known to damp the
wall-normal velocity fluctuation.
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Three types of surface roughness were employed. A 1.4 mm
thick and 1.5 m long sheet with circular perforations arrayed in a
hexagonal pattern was used as one of the surfaces. The perforation
diameter was 2.2 mm with a 4.0 mm spacing between centers,
giving an openness ratio of about 43 percent. A 1.2 mm diameter
sand grain roughness was coated on to a 1.75 m long plywood
sheet using a double-sided tape. The third rough surface employed
was a 1.3 m long stainless steel wire mesh. The mesh was made of
0.6 mm wires with 7.0 mm centerline spacing, giving a ratio of
centerline spacing to wire diameter of about 12. Figure 2 shows
sections of the perforated and wire mesh roughnesses.

To ensure a turbulent boundary layer, a trip was located 3.5 m
downstream of the contraction and spanning the width of the
flume. The trip was composed of 3 mm~median diameter! pebbles
glued to the bottom of the channel as a 40 mm long strip. The
perforated plate~PF! and sand grain roughness~SG! were located
at about 1.1 m downstream of the trip, while the wire mesh screen
was located 1.2 m downstream of the trip. A reference axial po-
sition (x50) was located 1.3 m downstream of the trip. For the
smooth wall~SM!, measurements were made at an axial station of
x50.50 m. For the wire mesh roughness~WM!, measurements
were made at axial locations ofx50.30 and 0.50 m for each test
condition. The measurements on the perforated plate and sand
grain roughness were conducted atx50.10, 0.25, and 0.52 m, for
each test condition.

Velocity measurements were carried out along the centerline
using a single-component fiber-optic laser Doppler anemometer
~Dantec Inc!. The present system uses a 300 mW, air-cooled
Argon-Ion laser~Ion Laser Technology!. The laser Doppler an-
emometer system was operated in a backscatter mode. Details of
the operating parameters of the laser Doppler anemometer can be
found in Balachandar and Ramachandran@30# and are omitted
here for brevity. The fiber optic probe was mounted on a three-
dimensional traversing mechanism. Each direction of the travers-
ing arrangement was stepper motor driven and controlled by a
computer. Preliminary experiments were conducted to examine
the variation of mean velocity profiles in the spanwise direction at

the first measurement location for each surface roughness. The
flow was found to be two-dimensional with a variation of less
than 1 percent of the freestream velocity (Ue). Close to the bot-
tom wall ~i.e., y<0.8 mm!, y-steps of 0.05 mm were used to en-
sure that sufficient data were taken in this range. This was neces-
sary to allow a dependable estimate ofUt for the smooth plate by
resolving the velocity gradient at the wall.

In the present experiments, a freestream velocity in the range
0.33<Ue<0.77 m/s was considered. A summary of the test con-
ditions is provided in Table 1. Here, the turbulence intensity~Tu!
of the external flow is specified aty5d. From the test conditions
specified in Table 1, the boundary layer thickness varied from
approximately 80 percent of the channel depth at low speed to
approximately 50 percent of the depth at higher speeds.

Determination of Shear Stress
One of the central questions in boundary layer experiments is

the determination of the wall shear stress, and hence the friction
velocity. Different methods used include direct measurement
~e.g., with a floating element gauge!, performing a momentum
balance, or by fitting the mean velocity to a standard profile. For a
smooth wall turbulent boundary layer (DU150), the wall shear
stress is commonly determined by fitting to the mean velocity
profile measured near the wall~known as a ‘‘Clauser plot’’!. The
velocity profile is assumed to follow a logarithmic form, i.e.,

U15k21 ln y11C (4)

The use of a Clauser plot technique is well established for
smooth-wall low-freestream turbulence boundary layers, and has
also been assumed to be valid in high freestream turbulence flows
~Hancock and Bradshaw@26#; Thole and Bogard@27#!. For a
smooth surface, if a sufficient number of data points is obtained
very close to the wall (y1,5) a more dependable estimate of
Ut5(tw /r)1/2 can be obtained from the slope of the velocity
profile in the viscous sublayer using the relation

tw5m
dU

dy
(5)

wheretw is the wall shear stress,r is the fluid density andm is the
absolute viscosity of the fluid.

Previous rough wall experiments demonstrate that a Clauser
technique may not be reliable~Perry et al.@19#!. For a turbulent
boundary layer developing over a rough surface, Eq.~1! is as-
sumed to describe the mean velocity. Then, description of a mea-
sured velocity profile on a rough wall requires the determination
of four parameters, namely:Ut , DU1, P and«. A reduction in
the number of parameters to be fitted is obtained by choosing to
work with the velocity defect form of the velocity profile given by
Eq. ~3!. By subtractingU1 from its valueUe

1 at the edge of the
boundary layer, the roughness parameterDU1 is eliminated. A

Fig. 1 Schematic of typical velocity profile in an open channel

Fig. 2 Types of rough surfaces used: „a… perforated plate „PF…,
„b… wire mesh „WM…

Table 1 Summary of test conditions
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commonly used form for the velocity distribution in zero pressure
gradient boundary layers on rough surfaces is Hama’s@6# formu-
lation. For small values ofy/d, Eq. ~3! is dominated by the loga-
rithmic term and is therefore written as

Ue
12U152

1

k
lnS y

d* Ue
1D 20.6 ~y/d* Ue

1<0.045! (6)

For larger values ofy/d, the wake contribution dominates and
Hama proposed the following function

Ue
12U159.6F12S 10v

3d* Ue
1D G2

~y/d* Ue
1.0.045! (7)

In both cases, the displacement thicknessd* , is used as the refer-
ence length scale. Equations~6! and ~7! connect smoothly at
y/d* Ue

150.045 ory/d50.15. Bandyopadhyay@10# suggests that
the Hama profile could be fitted to obtain a reliable estimate ofUt
irrespective of the surface. He also argued that since the Clauser
technique matches the profile in the logarithmic region, which is
thin, there are only a few data points to work with. In contrast, the
profile matching using Hama’s formulation covers virtually the
entire region.

It has been observed~Bandyopadhyay@10#; Perry et al.@11#;
Krogstad et al.@21#! that the value of skin friction velocityUt
obtained from the Hama formulation~Eqs.~6! and ~7!! is consis-
tently higher than that obtained from either a momentum balance
or by extrapolating the Reynolds stress to the wall. Bradshaw@31#
suggested that this may be due to the strength of the wake, as
implied by Eq.~7!, being too small. With recent evidence of the
dependence ofP on Reu , roughness and~high! turbulence levels,
the usefulness of a defect law such as that of Hama which fixes
the value ofP may be limited for the present experimental con-
ditions. Krogstad et al.@21# employed a formulation that does not
implicitly fix P but rather allows its value to be optimized. They
used the formulation proposed by Finley et al.@32#, and later used
by both Granville@33# and Hancock and Bradshaw@29#, namely,

wS y

d D5
1

2P F ~116P!2~114P!S y

d D G S y

d D 2

(8)

Equation ~8! is the simplest polynomial satisfying the two
boundary conditions~correct slope and function values! both near
the wall and the boundary layer edge. Krogstad et al.@21#, com-
bined Eqs.~3! and ~8! to obtain

f 5
U

Ue
511

Ut

kUe
H lnS y

d D2~116P!F12S y

d D 2G
1~114P!F12S y

d D 3G J (9)

which is a more sophisticated expression for the mean velocity
profile which can be fitted to the experimental data to obtain the
optimized values ofUt , P, and«. Of special importance is the
explicit determination of the wake strengthP, and the expectation
of a more accurate estimate of the friction velocity,Ut . The
virtual origin, «, is generally a small fraction of the roughness
height,k, which itself is small relative to the boundary layer thick-
nessd. For example, Krogstad et al.@21# reported a typical value
of «/k50.25 for their 0.69 mm thick wire mesh measurement.
Except in the very near wall region where the value of« is com-
parable toy, the effect of« will be negligible over a significant
portion of the flow. In the present study, our focus is on the outer
part of the flow and no attempt was made to determine«. For the
rough wall measurements reported herein, the wall normal dis-
tance,y, was measured relative to the top of the roughness ele-
ments. As mentioned earlier, the principal object of the present
study is to examine the effect of surface roughness on the outer
layer, more specifically onP values. In order to bring this effect
out more clearly, the use of Eq.~3!, in conjunction with Eq.~8!, is

preferred in the present discussion. Although not shown, the curve
fits resulting from Eq.~9! were considered and found to compare
favorably with the experimental data ofU/Ue .

Results and Discussion

Mean Velocity Profiles. Figure 3 shows the distribution of
the mean velocity profiles in physical coordinates. The profiles for
each type of roughness collapse onto each other, although there is
some Reynolds number dependence for all profiles except the
wire-mesh. The characteristic ‘‘blunt’’ profile typical of a turbu-
lent boundary layer is clearly evident. The effect of roughness is
to increase the surface drag resulting in the velocity profile of the
rough surface being less ‘‘full’’ when compared to a smooth sur-
face profile. It is also clear from this figure that the wire mesh
exhibits the highest deviation from the smooth profile while the
perforated plate shows the least deviation. This suggests that even
though the wire itself has the smallest diameter~0.6 mm com-
pared with 1.2 mm for the sand grain, and 1.4 mm for the perfo-
ration depth!, the mesh roughness exhibits the greatest resistance
for the present set of test conditions. Further evidence of this trend
will be discussed later.

The values ofUt andP in the present study were determined
following an optimization procedure similar to that outlined in
Krogstad et al.@21#. The optimization was carried out by fitting
Eq. ~3! to the experimental data, using Eq.~8! for the wake func-
tion. Specifically, we sought the iterated value ofUt andP that
gave the best fit to Eq.~3! while ensuring a log-linear relation
with k50.41. In Fig. 4, fits of Eq.~3! to some of the present
experimental data~Tests SM2, PF1, SG3 and WM2! are shown.
Following Press et al.~@34#, p. 502!, we computed the chi-square
distribution of the fitted curve and the experimental data in the
range 0.1<y/d<1 as a quantitative measure of the goodness-
of-fit for the plots shown in Fig. 4. It was noted that the fits gave
a good representation of the experimental data at 99.5 percent
confidence level. For the smooth wall,Ut was also determined by
fitting a straight line toU15y1 for y1,5 following the proce-
dure outlined in Balachandar and Ramachandran@30#. The differ-
ence between the smooth-wallUt values as obtained from the two

Fig. 3 Variation of mean velocity in outer coordinates for
rough and smooth surfaces „uncertainty in UÕUe : Á2 percent,
y Õd: Á4 percent …
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different methods was for all cases less than 4 percent. TheUt
andP values obtained for all data sets are summarized in Table 2,
together with the experimental values of the skin friction coeffi-
cient, the roughness functionDU1, and the roughness Reynolds
number,k1. Similar to the observations made by Krogstad et al.
@21# for a zero pressure gradient boundary layer, there is a clear
variation in the relative strength of the wake with the type of
roughness. Specifically, the smooth plate has the lowest wake
strength (P50.08) while the wire mesh has the highest strength
(P50.48). The value ofP50.08 obtained for the present smooth
plate is similar to the value of 0.1 noted by Kirkgoz and Ardicho-
glu @35#, but lower thanP50.16 obtained by Nezu and Rodi@13#
in their open channel flow experiments at similar test conditions.
The present value (P50.08) is, however, quite different from the
suggested value of 0.55 for a typical smooth wall zero pressure
gradient boundary layer. This difference is most likely due to both
the free surface effect present in open channel flow and the el-
evated turbulence levels.

In order to ensure thatk50.41, a plot ofy1(dU1/dy1) versus
y1 was obtained for each measurement. A typical set of plots is
shown in Fig. 5. As indicated by Spalart@36# and Balachandar and
Ramachandran@30#, the value ofk21 can be established by seek-

ing the minimum value of the curve in the generally accepted
log-law region. It should be pointed out that this procedure was
very sensitive to noise so that direct use of experimental data was
avoided to obtaindU1/dy1. Instead, a best fit to the experimental
data was used. The present results indicate that the von-Karman
constantk was indeed 0.41 for all the test conditions. This value is
comparable tok50.412 reported by Nezu and Rodi@13# at simi-
lar test conditions.

The distributions of the velocity defect for the smooth wall data
sets in the present study are shown in Fig. 6~a!. The solid line is a
fit to Hama’s function~Eqs.~6! and~7!! which is representative of
a correlation which fixes the value ofP implicitly. For the pur-
pose of comparison, the results of Thole and Bogard@27# at both
lower and higher freestream turbulence values are also shown. It
should be noted that the study of Thole and Bogard@27# consid-
ered a boundary layer with significant and sustained freestream
turbulence, while our data pertains to a shallow open channel flow
where the notion of ‘‘freestream’’ becomes ambiguous. Even
though our study considered a boundary layer in an open channel,
the smooth data fall within the envelope of Thole and Bogard’s
boundary layer data for a zero pressure gradient. In Fig. 6~a!, the
defect velocity profiles for all data sets are consistently lower than
would be predicted by Hama’s functions. In fact, if one insists on
the smooth plate flow~Test SM3! following the Hama fit, aUt
value of about 0.0165 m/s~compared with 0.0210 m/s obtained
from Eqs.~3! and~8!! would be predicted. This would give a skin
friction coefficient that is 40 percent lower than otherwise ob-
tained. It should be recalled that for the smooth case, the value of
Ut obtained previously closely matched that determined from the
slope of the velocity profile at the wall. Following Bradshaw@31#,
one is tempted to attribute the consistently lower values ofUt
obtained from the Hama function~and henceCf! to the strength of
the wake, as implied by Eq.~7!, being too large for our experi-
ments. In Fig. 6~b! all the data sets~smooth and rough surfaces!
from the present experiment are shown. Consistent with theP
values summarized in Table 2, the wire mesh surface which has
the highestP value follows the Hama formulation most closely. If
one used the Hama formulation for the wire mesh, the skin fric-
tion coefficient predicted would still be 4–7 percent lower than
those summarized in Table 2. Similar to Krogstad et al.@21#, one
may conclude from Fig. 6~b! that the velocity profiles for the
rough wall boundary layers being studied are significantly differ-
ent from the smooth case both in the wall region, and also in the
outer part of the flow.

The velocity profiles normalized using wall parameters are
shown in Fig. 7. The strengths of the wake produced by the per-
forated plate and sand grain roughness are nearly equal (P

Fig. 4 Determination of P and Ut : Fit to Eq. „4… „uncertainty in
U¿: Á4 percent for smooth surface and Á6 percent for rough
surfaces, y Õd: Á4 percent …

Fig. 5 Determination of log-law constant, k „uncertainty in
y¿dU¿Õdy ¿: Á6 percent …

Table 2 Summary Ut , P and other related parameters
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50.24– 0.36), while the wire mesh has the strongest wake
strength. The evident reduction of the wake strength for all the
profiles may be attributed to the relatively higher turbulence levels
in the outer channel flow as well as the free surface effect. As
mentioned earlier, the wake component for the smooth plate is
almost nonexistent; these results are similar to those of Hancock
and Bradshaw@29,26# for a boundary layer at similar turbulence
levels. In fact, if the friction velocity obtained from a Hama for-
mulation is employed for the SM3 data, a slope ofk2153.2 and
additive constant ofC57.2 will be required for the experimental
data to follow the well-established log-law~see Fig. 7!. Further-
more, the universality ofu15y1 will be invalidated. This result
leads one to conclude that use of a correlation such as Hama’s

which implicitly fixes the wake strength atP50.55 is an errone-
ous approach for the open channel flow boundary layer being
studied.

In Fig. 7, the effect of surface roughness is to shift the velocity
profile down, and to the right, relative to the profile on a smooth
wall. This effect can easily be discerned with the wire mesh pro-
viding the largest shift. The shift in the velocity profile and to a
lesser degree the shape of the profile are strongly dependent on
the type of roughness employed. The roughness function of each
profile and the corresponding roughness Reynolds number (k1

5kUt /v) are summarized in Table 2. One notes that even though
the mesh diameter is only half as thick as the average diameter of
the sand grains, it gave the highest roughness function. The
amount of shift produced by the perforated plate is minimal. For
the tests conducted on the perforated plate~Tests PF1, PF2, and
PF3!, no noticeable shift (DU1) was observed suggesting that the
mean velocity profile is essentially similar to the smooth wall data
except for the strength of the wake.

Figure 8 shows the variation of the skin friction coefficient,Cf
with Reu for all surfaces, albeit for only a narrow range of Rey-
nolds numbers. The broken line is a fit to the recent low-
turbulence intensity smooth-wall empirical relation of Osaka et al.
@17#. Also shown for the purpose of comparison is the skin fric-
tion coefficient correlation derived from a one-seventh-power law
for smooth turbulent boundary layer, i.e.,Cf50.02 Red

21/6. The
presentCf values for the smooth surface are consistently higher
than the low turbulence correlations. The agreement between the
present data and the skin friction correlation based on the power
law improves as Reu increases while a better agreement is ob-
served in comparison to the correlation of Osaka et al.@17# at
lower Reu . One should recall that an increase in freestream tur-
bulence necessarily increases the skin friction coefficient. The de-
viation of the present skin friction coefficient~for an open chan-
nel! on a smooth surface from those predicted for a boundary
layer in low freestream turbulence is comparable to that predicted
by Hoffmann and Mohammadi@37# at similar turbulence levels.
As one would expect, the skin friction coefficients for the sand
grain and wire mesh data are significantly higher than the smooth
wall data. Contrary to expectation, however, the skin friction val-
ues obtained for the perforated plate are slightly lower than the

Fig. 6 „a… Velocity defect distribution for smooth wall: present
and previous data. „b… Velocity defect distribution for smooth
and rough surfaces: solid line is a fit to Hama profile „P
Ä0.55…

Fig. 7 Velocity distribution in inner coordinates „uncertainty
in y¿: Á4 percent …
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smooth surface data, although they are higher than the corre-
sponding low-turbulence skin friction values. Attempts were made
to vary theCf values for either the perforated plate or the smooth
surface to avoid this apparent contradiction. However, such at-
tempts gaveCf values that predicted significantly larger log-law
slopes for the smooth surface or significantly lower slopes for the
perforated plate. Furthermore, the resulting fits to Eq.~3! were
generally not good. One may recall from Fig. 7 that the perforated
plate produced no shift in comparison with the smooth wall plots.
Assuming that the strength of the wake is related to the value of
Cf , one may expect a less significant alteration of the skin friction
for the perforated plate.

The variation of the shape factorH with Cf is shown plotted in
Fig. 9. Also shown are the rough wall boundary layer data set
~sandpaper andk-grooved surfaces! of Bandyopadhyay@10# at
low turbulence levels, and the smooth wall data of Hancock and
Bradshaw@26# at moderately high turbulence levels. The solid
line represents the fit to the following equation

H5F12GACf

2 G21

(10)

where, G is the Clauser shape parameter. Following Bandyo-
padhyay@10#, we adopted a constant value ofG56.1. The agree-
ment between the fit and both the smooth and rough wall experi-
mental data is reasonable, irrespective of the type of roughness
and irrespective of the distinction between open channel and zero
pressure gradient boundary layers. One can infer that as the
roughness effect increases,H increases and (2/Cf)

1/2 decreases in
Fig. 9. The present wire mesh data and the low-intensity
k-grooved results of Bandyopadhyay are concentrated at the far
left of Fig. 9, while the present smooth data and those of Hancock
and Bradshaw@26# are found at the far right in the figure. The
present sand grain and low-intensity sandpaper data of Bandyo-
padhyay@10# lie between these two extremes. This zonal distribu-
tion according to type of surface suggests that the effect of
surface-type dominates the freestream turbulence effect in the vi-
cinity of the wall.

Turbulence Intensity
Before considering the results for the rough surfaces, the

streamwise turbulence intensity for the smooth case will be com-
pared to other measurements reported in the literature in order to
assess the effect of the turbulence intensity of the exterior flow.
Although comparisons are made to the boundary layer measure-
ments of Thole and Bogard@27# and Hancock and Bradshaw@29#
at similar and different freestream turbulence intensities, the
present case considers an open channel flow where the flow region
outside the boundary layer is somewhat different, both in terms of
mean flow structure and turbulence length scale.

The distribution of the streamwise turbulence intensity for the
smooth wall tests is shown in Fig. 10 using the friction velocity
and the boundary layer thickness as the normalizing scales. The
agreement between the present smooth data and the other studies
at comparable intensities appears reasonable. Specifically, the

Fig. 8 Variation of skin friction coefficient with Re u for smooth
and rough surfaces „uncertainty in Cf : Á6 percent for smooth
surface and Á12 percent for rough surfaces, Re u : Á5 percent …

Fig. 9 Variation of shape factor „H… with skin friction coeffi-
cient „Cf… for smooth and rough surfaces at different
freestream turbulence values „uncertainty in H: Á4 percent …

Fig. 10 Variation of turbulence intensity on smooth surfaces
at various freestream turbulence levels „uncertainty in u rms

¿ :
Á5 percent, y Õd: Á5 percent …
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present data and the data of Hancock and Bradshaw at
Tu53.45 percent are similar in the rangey,0.75d. Figure 10
suggests that as the freestream turbulence increases, the intensity
profile becomes more flat, implying that the outer turbulence is
penetrating more deeply into the boundary layer.

In Fig. 11~a! and 11~b! all the data sets~smooth and rough
surfaces! obtained in the present experiment are shown. In Fig.
11~a! the boundary layer thickness is used as the normalizing
length scale, while in Fig. 11~b! the viscous length scale is
adopted. From Fig. 11~b!, the location (ymax

1 ) at which each data
set attains its maximum value appears to be confined to the range
10,ymax

1 ,15. It is also evident from Fig. 11 that the smooth wall
and perforated plate data exhibit slightly higher peak values. The
smooth-wall intensities, however, fall more rapidly and beyond
y1;20, they become consistently lower than all the other data
sets up toy1;300. In general, at similar outer turbulence levels,
the turbulence intensity profiles tend to be more flat as the rough-
ness effect increases. This is a clear evidence of the influence of
roughness extending beyond the roughness sublayer.

Conclusions
Velocity measurements were obtained in the turbulent bound-

ary layer created by a shallow open channel flow for both smooth
and three different rough surfaces using a laser-Doppler anemom-
eter. A velocity defect profile was fitted to each experimental data
set to determine the strength of the wake and the skin friction
coefficient. Finally, in order to assess the effect of the moderate
turbulence intensity level in the channel flow outside the boundary
layer, the data were compared to both smooth and rough wall
boundary layer data in the literature for different freestream tur-
bulence intensities. The major conclusions of the study are as
follows:

1 The effect of roughness on both the mean velocity and, to a
lesser extent, the streamwise turbulence intensity, varied for the
three different roughness elements.

2 The value of the wake parameter,P, was also observed to
vary with roughness element. For each of the rough surfaces, the
value of P increased over the smooth wall value in this experi-
ment, approximatelyP50.0820.11.

3 In fitting the velocity defect law, the correlation used by
Krogstad et al.@21#, which did not fix the value ofP implicitly,
was found to yield a more consistent and accurate estimate for the
skin friction coefficient than a formulation such as that of Hama
which fixes the value ofP.

4 Comparisons with boundary layer data in the literature for
elevated freestream turbulence intensities suggest that one effect
of the higher turbulence level in the channel flow outside the wall
region was to increase the skin friction coefficient. However, this
effect was observed to diminish as the wall roughness increased.

5 Finally, even though the boundary layer in an open channel
flow is influenced by the free surface, many of the flow charac-
teristics, in particular those that pertain to surface roughness, are
similar to those observed in a canonical zero pressure gradient
boundary layer.

A general conclusion of the present study is that bed surface ef-
fects, in this case due to roughness, can influence the flow struc-
ture in the outer region of the boundary layer, which contradicts
the wall similarity hypothesis. This conclusion has important im-
plications for predictive models for near-wall flows, which then
face the challenging task of incorporating the specific effects of
different roughness elements. A final observation is that the non-
confinement of rough wall effects to the inner region and the
penetration of outer turbulence intensity deep into the wall region
suggests that rough-wall flows in the presence of elevated turbu-
lence intensities may be an ideal flow for studying the interactions
between the inner and outer regions of the turbulent boundary
layer.
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Use of kÀeÀg Model to Predict
Intermittency in Turbulent
Boundary-Layers
The intermittency profile in the turbulent flat-plate zero pressure-gradient boundary-layer
and a thick axisymmetric boundary-layer has been computed using the Reynolds-
averaged k2e2g model, where k denotes turbulent kinetic energy,e its rate of dissipa-
tion, andg intermittency. The Reynolds-averaged model is simpler compared to the con-
ditional model used in the literature. The dissipation equation of the Reynolds-averaged
model is modified to account for the effect of entrainment. It has been shown that the
model correctly predicts the observed intermittency of the flows.
@S0098-2202~00!02403-2#

1 Introduction
Turbulent boundary-layers are intermittent close to the free-

stream where the flow alternates between turbulent and irrota-
tional states. Intermittency at a point is defined as the fraction of
time flow is turbulent at that point. Characteristics of the outer
intermittent region are important for understanding the entrain-
ment process, in which the outer irrotational fluid becomes turbu-
lent by acquiring vorticity. This process is governed mainly by
large eddies. The interface separating turbulent and nonturbulent
zones is influenced by eddies of all sizes and is sharp, irregular
and changes rapidly. The prediction of intermittency~g! of wall-
bounded flows has not received much attention as intermittency is
not as important as the skin friction coefficient and drag which are
governed mainly by the near wall dynamics.

Eddy-viscosity basedk2e model is widely used to compute
wall-bounded and free-shear flows. Byggstoyl and Kollmann@1#
proposed a conditionalk2e2g model in which momentum equa-
tions for the turbulent and irrotational zones and transport equa-
tions for turbulent kinetic energy and its dissipation are solved,
with a contribution of the turbulent-irrotational interface to these
equations. They solved the intermittency transport equation based
on the turbulent zone quantities. Subsequently, they extended their
model to the second moment closure~Byggstoyl and Kollmann
@2#!. The second-moment conditional model is difficult to imple-
ment for wall-bounded flows as near wall modifications for such
models are much more complex compared to the eddy-viscosity
based models.

Recently, Cho and Chung@3# proposed thek2e2g model
based on the Reynolds-averaged quantities, which is simpler com-
pared to the conditionalk2e2g model. The model of Cho and
Chung@3# is superior to the conditionalk2e2g and second mo-
ment models in predicting the intermittency of free-shear flows.
They showed that the effect of entrainment on the rate of dissipa-
tion of turbulent kinetic energy considered in their model removes
the weaknesses of the standardk2e model in predicting different
nonbuoyant free-shear flows~axisymmetric jet, plane far wake,
and plane mixing-layer!. The standardk2e model overpredicts
the growth rate and turbulent quantities of the axisymmetric jet
and underpredicts that of the plane far wake and the plane mixing-
layer. Thek2e2g of Cho and Chung@3# has been extended to
the plane momentumless wake~Ahn and Sung@4#!, axisymmetric
plume ~Dewan et al.@5#! and plane plume~Kalita et al.@6#!. Re-
cently, Wang and Derksen@7# have used thek2e2g model to

investigate developing turbulent flow in a pipe. They have showed
that transport equation for intermittency based on the Reynolds-
averaged quantities eliminates the need for the wall functions and
thus the k2e2g model can be applied to complicated wall-
bounded turbulent flows.

The zero pressure-gradient flat-plate boundary layer is the sim-
plest test case for the model. Measurements in an axisymmetric
boundary-layer flow on the outer surface of a circular cylinder
with boundary-layer thickness greater than the cylinder radiusa
~d/a.1; hence termed thick! show that the intermittency is larger
compared to the flat-plate boundary-layer. Thick axisymmetric
boundary-layer flow is relevant to several engineering applica-
tions ~Dewan and Arakeri@8#! and is a good test case for the
model.

The objective of this paper is to study the Reynolds-averaged
k2e2g model for the flat plate and thick axisymmetric
boundary-layers. Section 2 provides the details of the turbulence
model and the numerical method used. The modeling of the inter-
mittency equation and the effect of intermittency on mean and
turbulent quantities has also been described in Section 2. Section
3 compares the predicted mean and turbulent quantities with mea-
surements for the two flows.

2 Governing Equations and Turbulence Model
The following equations in the cylindrical coordinate system

are solved. The boundary-layer assumptions are assumed to be
valid. The computations for the flat plate boundary-layer are made
in the limiting case withr /a→0, wherea is the cylinder radius.

Continuity:
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Streamwise Momentum Equation:
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u andv are the mean velocities in the streamwise~x! and radial~r!
directions, respectively.

2.1 kÀeÀg Model. In the present work we have used the
following eddy viscosity relation proposed by Cho and Chung@3#
to account for the contribution of the outer irrotational fluid
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where, g denotes intermittency and the model constantcmg
50.10. In the limit of fully turbulent flow~g51! the above rela-
tion reduces to the standard eddy-viscosity relation

n t5cm

k2

e
(4)

where, the standardk2e model constantcm50.09. Intermittency
~g! profile, turbulent kinetic energy~k!, and its dissipation~e! are
obtained from the following transport equations.

Turbulent Kinetic Energy:
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Rate of Turbulent Kinetic Energy Dissipation:
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where,Pk5n tS
2 is the production of turbulent kinetic energy with

mean strain rateS5@]u/]r 1]v/]x#. For the near wall region,
the low-Rek2e model of Chien was used, which is quite accurate
in predicting the near wall quantities for the flat plate boundary-
layer ~Patel et al.@9#!. The predicted characteristics of the outer
region are independent of the near-wall modifications as in the
outer region all the low-Rek2e models reduce to the standard
k2e model. Therefore, the near wall version used in the model is
not important.ce151.35,ce251.88,sk51.0 andse51.3 are the
constants of Chien’s low-Reynolds numberk2e model ~Patel
et al.@9#!. In the present work we have added the third term on the
RHS of the dissipation equation and its effect is discussed in the
next section. It may be noted that in Section 3.1 predictions using
the low-Rek2e model of Chien~termed as thek2e model in the
present paper! employ the standard eddy viscosity relation~4!.

2.2 Intermittency. Libby @10# was the first to propose a
model for a guessed transport equation for the intermittency.
Dopazo@11# derived an exact transport equation for intermittency
by multiplying the instantaneous continuity equation by the inter-
mittency indicator function and taking the ensemble average. The
intermittency indicator function is used to distinguish between the
two zones and is equal to one in the turbulent zone and zero in the
nonturbulent zone. The exact intermittency equation involves
terms accounting for the transport of intermittency due to the rela-
tive motion of turbulent and nonturbulent zones, and production
terms. The following modeled equation for intermittency is solved

u
]g

]x
1v

]g

]r
5Dg1Sg (7)

Dg represents the transport ofg due to the mean velocity differ-
ence between the turbulent and irrotational fluids and is effective
only in the intermittent region. The following diffusion model for
Dg is used ~Cho and Chung @3#!: Dg5(1/r )(]/]r )@r (1
2g)(n t /sg)(]g/]r )#, with the model constantsg51.0.

Sg represents the conversion rate of the outer irrotational fluid
into the turbulent fluid and involves the geometry of the interface.
The following model forSg is used, with the model constants
cg151.6, cg250.15,cg350.16 ~Dewan et al.@5#!
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The last term in the model forSg accounts for the effect of en-
trainment. This term, however, is negligible for most flows. Here
G5(k5/2/e2)Ui /(UkUk)

1/2(]Ui)/(]xj )(]g/]xj ) is the intermit-
tency interaction invariant and is a measure of the change in in-
termittency due to the entrainment~Cho and Chung@3#!. In the
present work with boundary-layer assumptionsG is approximately

equal tok5/2/e2]u/]r ]g/]r . The magnitude ofG depends on the
rate of entrainment. If the entrainment is by the inward movement
of the outer irrotational fluid~as in a jet or in a plume! theng at a
fixed location decreases and vice-versa. A reduction ing means
reduction in turbulent length scalel or an increase ine as l
.k3/2/e.

Cho and Chung@3# proposed this model by modifying the
model of Byggstoyl and Kollmann@2# which was used with the
conditional k2e and Reynolds stress transport models. Dewan
et al.@5# modified the model of Cho and Chung@3# to account for
the effect of buoyancy on intermittency and studied intermittency
of the axisymmetric plume. Recently, Kalita et al.@6# have ap-
plied this model to the plane plume. Note that the intermittency
equation does not require any special near wall treatment. Cho
and Chung@3# also modified the dissipation equation~6! by add-
ing the termce4Ge2/k with the model constantce450.1. This
term accounts for the effect of entrainment and is significant. Its
inclusion in the dissipation equation removes the limitations of the
standardk2e model in predicting different free-shear flows~de-
scribed in Section 1!.

2.3 Numerical Method. The governing equations were
solved using the control volume method~Patankar@12#!. Power-
law scheme~Patankar@12#! in the cross-stream direction and up-
wind scheme~Anderson et al.@13#! in the stream-wise direction
were used. Grid independence was checked and achieved. For one
typical case with Rea5736 increasing the number of radial grids
from 100–150 resulted in the changes inCf and H at Reu,ax
54350 by the two models within 0.3 percent. The computations
reported in this paper are using 100 radial grid points. To resolve
sharp gradients close to the wall about 30 grid points were located
within y1550. An axial step size equal to the smaller of five
sublayer thickness and 25 percent of momentum thickness was
used~Patel et al.@9#!.

At the wall u andk were set to be zero,e was computed based
on Chien’s low-Rek2e model and the intermittency was set to
unity at the wall~Wang and Derksen@7#!. At the free-stream the
variablesk, e, andg were set to zero. Computations were started
sufficiently upstream of the region of interest. At the starting point
a small trigger in the values ofk and e was given to initiate
turbulent flow. Computations were made to study the dependence
of results on the free-stream turbulence level defined byT
51/U`@2k/3#1/2 ~White @14#! by considering three values ofT
equal to 0.5 percent, 1 percent, and 2 percent, whereU` is the
free-stream velocity. The results reported in the present paper are
independent of values ofk ande at the starting point and the value
of free-stream turbulence level. The code was validated with the
results reported by Patel et al.@9# for the flat plate boundary-layer
using the low-Rek2e model and for the axisymmetric jet by Cho
and Chung@3# using the Reynolds-averagedk2e2g model. The
predictedCf , H, mean and turbulent quantities were within 2
percent of those reported in the above references~Dewan@15#!.

3 Results and Discussion

3.1 Flat Plate Boundary-Layer. Figures 1 and 2 compare
the predicted intermittency and turbulent kinetic energy profiles at
Reu52600 with measurements by Klebanoff@16# for the flat plate
boundary-layer with zero pressure gradient. The prediction of in-
termittency by the conditionalk2e2g model of Byggstoyl and
Kollmann@1# and the prediction of turbulent kinetic energy profile
by low-Re k2e model of Chien~hereafter termed as thek2e
model! have also been shown in Figs. 1 and 2, respectively. The
prediction of intermittency by the Reynolds-averagedk2e2g
model is superior to that by the conditionalk2e2g model ~Fig.
1!. While using the Reynolds-averagedk2e2g model, the Eq.
~6! for dissipation has been modified to account for the effect of
entrainment, by adding the term containing intermittency interac-
tion invariantG. The effect of entrainment on dissipation depends
on the direction of motion of the interface and its magnitude de-
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pends on the rate of entrainment. For boundary-layer flow the
effect is to slightly increase dissipation~or decreasek! in the outer
intermittent region~Fig. 2!. The overall deviation between predic-
tions by the two models and measurements in the outer region
~Fig. 2! is due to the different values of the model constants used
in Chien’s low-Rek2e model ~Patel et al.@9#!. Table 1 shows
that the values of the skin friction coefficient and shape factor
predicted by the two models are almost the same.

There is a debate in the literature on the effect of the outer
irrotational fluid to the eddy viscosity. Based on the DNS data for
the flat plate boundary-layer, Cazalbou and Bradshaw@17# have
shown that close to the free-stream the standard eddy-viscosity

model fails as here the value of the constantcm in the eddy-
viscosity relation becomes three to four times its original value of
0.09. They suggested that this is probably due to the intermittent
nature of the flow close to the free stream in wall-bounded and
free-shear flows. It may be noted that the predictions of the eddy-
viscosity by the relation~3! are consistent with the observations of
Cazalbou and Bradshaw@17# and show a large increase in the
value of the constantcm close to the free-stream.

3.2 Thick Axisymmetric Boundary-Layer. For this flow
the computations have been compared with measurements for the
following three cases:~a! Rea54800 andd/a54.59; ~b! Rea
53200 andd/a57.57; and~c! Rea5736 and Reu,ax54350 (d/a
.40). Transverse curvature effects in the outer region become
more important as the value ofd/a increases. Figure 3 compares
Reynolds shear stress profiles for the case~a!. Figures 4 and 5
compare intermittency and Reynolds shear-stress profiles for the
case~b!. The measurements of intermittency profile by Lueptow
and Haritonidis@18# and of Reynolds shear-stress profile by Luep-
tow et al. @19# have also been shown in Figures 3, 4, and 5 for
comparison. For the case~b! the predicted intermittency profile by
the model is one over larger boundary layer thickness compared to
the flat plate boundary-layer and the agreement with the measure-
ments is good~Figs. 1 and 4!. Here largerg is observed because
of less constraint on the motion of eddies compared to the flat-
plate boundary-layer. With an increase ind/a the Reynolds shear-
stress in the outer region decays faster compared to the flat plate
boundary-layer as turbulence generated in the near wall region
sustains larger area compared to flat plate boundary-layer~Fig. 3!.
The decay of Reynolds shear-stress in the outer region is larger

Fig. 1 Predicted intermittency profiles for the flat plate bound-
ary layer at Re uÄ2600 compared with the measurements

Fig. 2 Predicted turbulent kinetic energy profiles for the flat
plate boundary-layer at Re uÄ2600 compared with the measure-
ments

Fig. 3 Predicted Reynolds shear-stress profiles for thick axi-
symmetric boundary-layer „ReaÄ4800, dÕaÄ4.59… compared
with the measurements

Table 1 Predicted skin friction coefficient and shape factor for
flat plate boundary-layer at Re uÄ2600 compared with the mea-
surements

Quantity Measurement
Low-Re k2e2g

model
Low-Re k2e

model

Cf3103 3.42 3.41 3.43

H - 1.34 1.35
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for the case~b! compared to the case~a! because of larger value of
the boundary-layer thickness in the latter. The models correctly
predict this behavior~Figs. 3 and 5!.

Tables 2, 3, and 4 compare the predicted skin friction coeffi-
cient and shape factor with the measurements by Lueptow et al.
@19# for cases~a! and~b! and Willmarth et al.@20# for case~c! of
thick axisymmetric boundary-layer. Here Rea5U`a/v and Reu,ax
5U`uax /v, whereU` is the free-stream velocity,a is the cylinder
radius, uax is the momentum thickness for axisymmetric flows
~Willmarth et al. @20#!, andv is the kinematic viscosity. Under-
prediction in the maximum value of Reynolds shear stress profiles

by the two models for the case~b! of thick axisymmetric
boundary-layer~Fig. 5! leads to underprediction of the skin fric-
tion coefficient~Table 3!. Results for other cases also show simi-
lar trends. The large underprediction inCf for thick axisymmetric
boundary layers by different low-Rek2e models has been dis-
cussed by Dewan and Arakeri@8#. They have shown that different
low-Reynolds number modifications to the standardk2e model
are unsatisfactory in predicting the near-wall characteristics of
such flows. They have shown that a small modification to the zero
equation model of Cebeci@21,22# by replacing the standard ex-
pression of displacement thickness for planar flows by that for
axisymmetric flows leads to superior predictions compared to that
using different low-Rek2e models.

Tables 2, 3, and 4 show that thek2e2g model with the effect
of intermittency on dissipation does not lead to any improvement
in the predicted skin friction coefficient compared to the low-Re
k2e model of Chien. The predicted mean and turbulent quantities
by the two models are almost same. This is because the effect of
entrainment on dissipation accounted for in the Reynolds aver-
agedk2e2g model marginally affects the flow in the outer re-
gion only. In contrast, for most free-shear flows the Reynolds-
averagedk2e2g significantly improves predictions compared to
the standardk2e model.

The results show that the present Reynolds-averagedk2e2g
model accurately predicts the outer region of wall-bounded flows.
The fact that this model is also appropriate for different free-shear
flows shows that it could be a universal model for intermittency.

4 Concluding Remarks
We have shown that thek2e2g model based on the Reynolds

averaged quantities is adequate to predict the intermittency of
wall-bounded flows. Making near wall modifications to this model
as used in any low Reynolds number version of thek2e model
results in a model which can be used to study the near wall and
outer characteristics of the turbulent flat plate boundary-layer and
thick axisymmetric boundary-layers. This model is appropriate to
study intermittency of different free-shear flows and removes the

Fig. 4 Predicted intermittency profile for thick axisymmetric
boundary-layer „ReaÄ3200, dÕaÄ7.57… compared with the mea-
surements

Fig. 5 Predicted Reynolds shear-stress profiles for thick axi-
symmetric boundary-layer „ReaÄ3200, dÕaÄ7.57… compared
with the measurements

Table 2 Predicted skin friction coefficient and shape factor for
thick axisymmetric boundary-layer at Re aÄ4800 and dÕaÄ4.59
compared with the measurements

Quantity Measurement
Low-Re k2e2g

model
Low-Re k2e

model

Cf3103 4.61 3.84 3.80

H - 1.16 1.16

Table 3 Predicted skin friction coefficient and shape factor for
thick axisymmetric boundary-layer at Re aÄ3200 and dÕaÄ7.57
compared with the measurements

Quantity Measurement
Low-Re k2e2g

model
Low-Re k2e

model

Cf3103 4.80 3.88 3.85

H - 1.113 1.116

Table 4 Predicted skin friction coefficient and shape factor for
thick axisymmetric boundary-layer at Re aÄ736 and Reu,ax
Ä4350„dÕa¶40… compared with the measurements

Quantity Measurement
Low-Re k2e2g

model
Low-Re k2e

model

Cf3103 7.84 4.74 4.72

H 1.115 1.045 1.047
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weaknesses of the standardk2e model for free-shear flows. Be-
cause of its simplicity the Reynolds-averagedk2e2g model
could be extended, with small modifications, to the axisymmetric
plume and plane plume, buoyancy driven free-shear flows. The
flow in a plume is more complex than in nonbuoyant free-shear
flows with buoyancy affecting mean and turbulent quantities.
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Streamwise Curvature Effect on
the Incompressible Turbulent
Mean Velocity Over Curved
Surfaces
A curvature law of the wall, which determines the mean velocity profile, is analytically
derived for near-wall turbulent flows to include strong curved-channel wall curvature
effects through a perturbation analysis. The new law allows improved analysis of such
flows, and it provides the basis for improved wall function boundary conditions for their
computation (CFD), even for strong curvature cases. The improved law is based on the
algebraic eddy viscosity and curvature-corrected mixing length concepts, the latter of
which is a linear function of the gradient Richardson number. To include the complete
Richardson number effects, the local streamline curvature effects in the gradient Rich-
ardson number are kept. To overcome the mathematical difficulty of keeping all of these
local streamline curvature terms, an innovative nonconstant-parameter perturbation so-
lution technique is successfully applied.@S0098-2202~00!00903-2#

Introduction
Turbulent flows along curved walls with finite curvature can be

classified as complex shear flows due to the appearance of an
extra strain rate introduced by the wall curvature. The effect of
convex wall curvature on the near-wall turbulent flow is to sup-
press the outward diffusion of turbulent kinetic energy from the
wall, whereas the opposite is true for concave wall curvature
~Bradshaw@1,2#, So and Mellor@3–5#, So @6,7#, Meroney and
Bradshaw@8#, Hunt and Joubert@9#, Barlow and Johnston@10#!.
The common experimental observation made is that wall curva-
ture reduces the distance from the wall over which the classical
log-law for a flat plate is accurate. It was also found that the
fractional changes in the skin friction coefficient on a curved wall
are an order of magnitude greater than the ratio of boundary layer
thicknessd to the radius of curvature of the wallR. Accordingly,
the near-wall dimensionless mean velocity profile on curved walls
deviates from that on flat walls.

There exist two basically different flow situations near a curved
wall: ~a! the curved channel case with one near-wall velocity and
shear stress in a plane parallel to the wall, and~b! the swirling-
axial case with an additional velocity and stress component which
act in the curvature axis~i.e., axial! direction. Not surprisingly,
the local flow details are substantially different for these cases.
For example, for the swirling-axial case the near-wall vector re-
sultant velocity is not exactly in the opposite direction to that of
the corresponding resultant shear stress, whereas for the curved
channel case they are generally considered to be exactly opposite
in direction. Furthermore, there is an extremely wide range of the
t rx /t ru ratio that can occur for the swirling-axial cases, and thus
certain analysis assumptions are typically needed there regarding
an anisotropic mixing length, stress-strain rate relationships,y1

andw* definitions, etc. Because of the different near-wall physics
a log law specifically for curved channel flows, as well as one
specifically for swirling-axial flows, is needed.

As a result of the analogy between flows with curved stream-
lines and buoyancy-induced flows, Bradshaw@1,2# proposed a
correction to the mixing length distribution as a linear function of

the gradient Richardson number Ri @i.e., l c5ky(12bRi)# to ac-
count for the streamline curvature effect on the turbulence. Dif-
ferent mixing length corrections were derived by So and Mellor
@3# and So@7# as nonlinear functions of the Ri number. The Ri
number used for curved flows is a dimensionless parameter rep-
resenting a measure of the production of turbulence by centrifugal
forces to that by shear effects. Meroney and Bradshaw@8# devel-
oped a curvature wall law using a mixing length correction based
on a momentum integral equation assuming that the velocity pro-
file in the inner layer is proportional toy1/5. Also, So@6# devel-
oped a curvature wall law using a similar mixing length correc-
tion. In their derivation, however, approximate forms of the Ri
number were used to obtain closed analytic solutions avoiding
mathematical complexity.

Wilcox and Chambers@11# proposed a curvature wall law from
a singular perturbation after simplifying thek2v turbulence
model according to the boundary layer approximation and adding
extra curvature terms. In addition, Galperin and Mellor@12# used
an algebraic Reynolds stress model to obtain a curvature law as-
suming an equilibrium, constant-flux layer over curved surfaces.

The objective of the present investigation is the development
and analysis of an improved curvature law for the strongly curved
~convex as well as concave! channel case. This improved law
features the incorporation of the complete Ri number expression
on a local, rather than an averaged, basis with the goal of obtain-
ing an increased range of accurate applicability.

Development
Following the linear mixing correction suggested by Bradshaw

@1,2#, the law of the wall on curved surfaces can be obtained by
integrating the shear stress in the near-wall region using

t ru5r l c
2S dw

dr
2

w

r D 2

(1)

with

l c5ky~12bRi! (2)

where the empirical constantb was originally proposed to have a
value between 4 and 5 for a concave wall, and between 7 and 8
for a convex wall. The particular form of the gradient Richardson
number Ri used here is suggested by So@13# as
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w

R6y S dw

dr
1

w

R6yD
S dw

dr
2

w

R6yD 2 (3)

Note that the previous use of the gradient Richardson number in
wall law derivations involved only approximations to the above
definition, i.e., Ri52(w/R)/(dw/dr) by Meroney and Bradshaw
@8# and Ri58.33(y/R) by So @6#. Substituting Eq.~3! into the
mixing length correction and combining it with the shear stress,
one obtains a dimensionless, nonlinear, ordinary differential equa-
tion as

f 32$11~312b!g% f 21~2g13g2! f 2$g22~2b21!g3%50
(4)

where the definitions of f 5ky1(dw1/dy1) and g
5ky1w1/(y16R1) are used with the dimensionless variables
defined asw15w/w* , y15w* y/n, R15w* R/n and the wall
shear velocityw* 5(t/r)1/2. The negative sign forR1 and dr
52dy are used for concave wall curvature, and vice versa for
convex curvature~see Fig. 1!. It is implied in the derivation of Eq.
~4! that a local equilibrium layer exists in the near-wall region and
that the shear stress is constant in the normal direction within the
layer ~So and Mellor@5#, Barlow and Johnston@10#, Gibson@14#,
Galperin and Mellor@12#!.

Two important facts arise regarding the functionsf andg. First,
the classical~i.e., non-curved! law of the wall forw1 is obtainable
whenf equals unity. This occurs as the functiong ~which contains
the curvature effects! goes to zero, or equivalently asR1 ap-
proaches infinity for the case of a flat plate. Second, the function
g is much smaller thanf in order of magnitude for the range ofy1

near the wall over which the law of the wall applies, even with
strong curvature (R1'10,000). This is equivalent to the state-
ment that the gradient Richardson number is much smaller than
unity in the near-wall region~So and Mellor@4#, Hunt and Joubert
@9#!.

Because Eq.~4! has no exact analytical solution, an innovative
perturbation technique similar to that of Kim and Rhode@15# was
applied taking the functiong as the nonconstant perturbation pa-
rameter based on the aforementioned observation concerning the
functions f and g. The first step is to consider the nonlinear dif-
ferential equation as a nonlinear algebraic equation. Taking the
curvature functiong as the perturbation parameter denoted as«,
one obtains a nonlinear algebraic equation forf as

f 32 f 22$~312b! f 222 f %«1~3 f 21 !«21~2b21!«350
(5)

Next, the functionf and the mean velocityw1 are expanded in
terms of« as

f 5 f 01« f 11«2f 21O~«3! and (6)

w15w0
11«w1

11«2w2
11O~«3! (7)

from which one obtains the relationship betweenf i andwi
1 as

(
i 50

`

« i f i5ky1(
i 50

`
d~« iwi

1!

dy1 (8)

Unlike conventional perturbation approaches@16#, where the
perturbation parameter is usually chosen as the dimensionless
group of constants in the governing equation, the present formu-
lation uses a nonconstant perturbation parameter which includes
both the dependent and independent variables in its definition.
This is why the« i term appears in the derivative on the right-hand
side of Eq.~8!. Substituting Eq.~6! into Eq. ~5! and equating the
terms containing« i on both sides gives the algebraic relationship
among thef i as

«0: f 0
32 f 0

250

«1:3 f 0
2f 12~312b! f 0

222 f 0f 112 f 050

«2:3 f 0
2f 222 f 0f 213 f 0f 1

222~312b! f 0f 12 f 1
2

12 f 113 f 02150

which give the solutions asf 051, f 15112b, and f 254b and
etc. Note that the zeroth-order solution corresponds to the classi-
cal law of the wall while the higher-order solutions off i account
for the curvature effect, and thus are functions ofb. Through a
careful term-by-term examination of Eq.~8!, one finds the rela-
tionship betweenf i andwi

1 as

f 05ky1
dw0

1

dy1 1ky1
w1

1

y16R1 f 0 (9)

f 15kw1
11ky1

w1
1

y16R1 f 112ky1
w2

1

y16R1 f 0 (10)

f 252kw2
11ky1

w1
1

y16R1 f 212ky1
w2

1

y16R1 f 1 (11)

A careful examination ofw2
1/w1

1 , which is obtainable by com-
bining Eqs.~10! and~11!, revealed that the ratio is always smaller
than 1.1 for both convex and concave curvature whenR1 is larger
than 10,000. Therefore one can conclude that the second- and
higher-orderwi

1 solutions are reasonably negligible in the practi-
cal application range ofy1 if R1 is not much smaller than 10,000.
Accordingly, by solving the algebraic equation@Eq. ~10!# for w1

1

and the ordinary differential equation@Eq. ~9!# for w0
1 , one ob-

tains the approximate solution forw1 as

H 12
f 1y1

~11 f 1!y16R1J w1

5
1

k
ln

y1

a
2

1

k

f 1

11 f 1
lnH ~11 f 1!y16R1

~11 f 1!a6R1 J
1aH a6R1

~11 f 1!a6R1J (12)

wherea, which is chosen~as for a noncurved surface! approxi-
mately as 10.5, is they1 location where the wall law profile and
the linear sublayer meet, and the curvature termf 1 has been
evaluated as 112b. The 1 and 2 sign notation corresponds to
convex and concave curvature, respectively. The classical law of
the wall is recovered whenR1 approaches infinity in Eq.~12!,
which corresponds to a flat plate. Note that the effect of surface

Fig. 1 Definition of coordinates for the concave and convex
surfaces
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roughness is not included, as a hydrodynamically smooth surface
has been assumed. It is expected that there exists little correlation
between surface roughness and wall curvature, thus a conven-
tional technique to account for the surface roughness on a flat
plate can be applied. Also, a simplication to Eq.~12! can be made
without loss of accuracy by neglecting the second term on the
right-hand side because the magnitude of the first term on the
right-hand side is much greater than that of the second term in
most of the practical CFDy1 range. For example, the magnitude
of the second term is just 1 percent of that of the first term at
y15100 whenR1 is 30,000.

Discussion
It has been observed that pairs of longitudinal roll cells, which

are similar to Taylor-Goertler vortices, often exist along concave
walls ~Meroney and Bradshaw@8#, So and Mellor@3#! resulting in
spanwise variations of flow structure, whereas the convex wall
curvature does not create such roll cells. Because of the limitation
of two-dimensionality of the present analysis, the present law is
unable to show the three-dimensional spanwise variation of the
mean turbulence structure. Instead, it is assumed in the present
study that the mixing length correction effectively represents the
spanwise-averaged, two-dimensional flow changes due to concave
curvature.

Because of the nature of perturbation analysis, the present so-
lution, i.e., Eq.~12!, deviates~underpredicts! from a more accu-
rate numerical solution~from the fourth-order Runge-Kutta
method! of Eq. ~4! as the local value of functiong increases~i.e.,
R1 decreases and/ory1 increases!. However, a careful examina-
tion validated the use of the present solution with accuracy in a
practicaly1 range even for strong curvature cases. For example,
the relative error from the numerical solution is less than 3 percent
for both concave and convex cases whenR1 is 10,000 andy1 is
200.

The present curvature law of the wall is compared with the
measurements obtained with different curvature and other previ-
ous laws~Meroney and Bradshaw@8#, So @6#, Wilcox and Cham-
bers @11#!. In the comparison the following constants were con-
sistently applied:a510.5, k50.415. Thusw152.43 lny114.9
was obtained for the classical log-law profile. One should be re-
minded that the constants are not universally fixed, but vary some-
what according to each individual’s preference. Thus a different
combination of the constants may be applied. In the comparison,
b54 is used for both concave and convex curvature for the
present law, whereas different values are used for the other laws
as given in the literature by their developers.

In Fig. 2 the mean velocity profiles are compared for a concave
wall whereR1 is approximately 35,000. The symbols represent
the measured profiles at different streamwise locations by So and
Mellor @5#. By comparison with measurements, it is shown that
the classical log-law is limited to a small range ofy1 only out to
approximately 50. The curves of the present law and Meroney and
Bradshaw@8# show very good agreement with measurements,
whereas the curve for the classical log-law largely over-estimates
as y1 exceeds about 100. A similar trend of the mean velocity
profiles and reduced log-law region was observed near a concave
wall by Barlow and Johnston@10# as shown in Fig. 3, whereR1 is
approximately 10,100. It is found here again that the present cur-
vature law of the wall agrees with measurements increasingly well
as one proceeds in the flow direction. Note that the deviation from
the classical log-law profile begins at an even lowery1 value than
was found in Fig. 2 due to the increased curvature effect. How-
ever, one should be reminded that the wall law values for concave
curvature were shown in a spanwise averaged sense as discussed
earlier. A maximum value ofw1, followed by a decrease in its
value, always occurs in the outer layer for all compared curvature
laws of the wall, whereas this does not appear in the measure-

ments. One of the possible reasons for this may be over-
estimation of the mixing length correction in the outer layer, es-
pecially for the empirical constantb.

Figure 4 shows the comparison of the mean velocity profiles on
a convex wall with strong curvature whereR1 is approximately
13,500~Galperin and Mellor@12#!. It is shown that the deviation
from the log law is opposite to that of the concave case. The
present law is shown to be generally in closest agreement with
measurements. A similar result can be found in Fig. 5 where the
convex R1 is approximately 17,400~So and Mellor@4#!. Here
again one finds a very narrowy1 range where the classical log-
law is realistic. Thus it is clear that the currently common use of
the classical log-law as a wall function form of a wall boundary
condition in the CFD computation of flows on curved walls

Fig. 2 Comparison of the present curvature law of the wall
„ … with measurements „So and Mellor †5‡… along a concave
wall „R¿Ä35,000…; †„—A—…: the classical log-law, „—B—…:
Meroney and Bradshaw †8‡, „—C—…: Wilcox and Chambers
†11‡, and „—D—…: So †6‡‡; †„sss…: xÄ159.49 cm, „ÃÃÃ…: x
Ä166.95 cm; „¿¿¿…: xÄ174.47 cm; „hhh…: xÄ182.37 cm ‡.

Fig. 3 Comparison of the present curvature law of the wall
„ … with measurements „Barlow and Johnston †10‡… along a
concave wall „R¿Ä10,100…; †„—A—…: the classical log-law,
„—B—…: Meroney and Bradshaw †8‡, „—C—…: Wilcox and
Chambers †11‡, and „—D—…: So †6‡‡; †„sss…: flat; „ÃÃÃ…: u
Ä15 deg; „¿¿¿…: uÄ30 deg; „hhh…: uÄ60 deg; „jjj…: u
Ä75 deg ‡.
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should be avoided. The deviation of the mean velocity from the
classical log-law profile is primarily due to the term in the left-
hand-side parenthesis, which is the first-order perturbed solution
in the present law.

Note that the use of the previously recommendedb value of
7–8 for convex wall with the present wall law does not give good
agreement with measurements. However, ab value of 4, which is
the same value as the one used for the concave case, was found to
result in better agreement. It is well coincident with the result
derived by So and Mellor@3# through an analytical and experi-
mental correlation. Discussions of the different choices forb val-
ues can be found in Galperin and Mellor@12#, So @7,13#, and
Adams and Johnston@17#.

In the comparisons with measurements~Figs. 2–5!, it has been
shown that the profiles of the laws of the wall are not in good
agreement with measurements fory1 lower than 20. One possible
reason for this disagreement seems to be the existence of the
buffer layer in the region where the present equilibrium layer
assumption is not valid. Also note that for all measured cases the
mean velocity profiles vary at different streamwise locations. This
variation occurs due to the streamwise change of wall shear stress,
thus changingw* and R1 as the wall curvature effect develops
~Barlow and Johnston@10#!. However, all of the curvature laws
were plotted using the fully developedR1 value as the reference
curvature parameter. Therefore, it is possible to obtain a slightly
different comparison of the mean velocity profiles when the
changes ofR1 are considered along the downstream direction.

Summary
In contrast to the two previous mixing-length derivations of a

curvature law of the wall, which used only approximated~i.e.,
incomplete Ri number! corrections to the mixing length, the
present derivation keeps all of the streamline curvature details in
the Ri number definition on a local, rather than on an averaged
basis. In order to incorporate the local curvature effect and handle
the resulting increase of mathematical complexity, an innovative
nonconstant-parameter perturbation analysis similar to Kim and
Rhode@15# was applied. Specific findings are:

1 The new curvature law is found to give good agreement with
measurements for all four test cases.

2 It is now more clear that the complete-Ri number mixing
length curvature correction well describes the effect of wall cur-
vature on the turbulence structure in the near-wall region.

3 For best agreement with the measurements considered, it ap-
pears that the empirical constantb in the mixing length correction
is around 4 for both convex and concave cases. This finding
agrees with the previous results obtained by So and Mellor@3#.
Because of its empirical nature, however, the universality of theb
value is not clear, and needs more investigation.

Nomenclature

k 5 turbulent kinetic energy
l c 5 corrected turbulent mixing length
r 5 coordinate in radial direction
R 5 radius of wall curvature
Ri 5 gradient Richardson number
w 5 velocity along curved wall

w* 5 wall shear velocity@5(t/r)1/2#
x 5 coordinate along curved wall
y 5 coordinate normal to curved wall
a 5 y1 where the law of the wall region begins
b 5 empirical constant
d 5 turbulent boundary layer thickness
« 5 perturbation parameter
k 5 von Karman constant
n 5 kinematic viscosity of fluid
u 5 coordinate in circumferential direction
r 5 density of fluid
t 5 shear stress
v 5 turbulent dissipation rate

Superscript

1 5 dimensionless wall quantity
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A Simultaneous Variable Solution
Procedure for Laminar and
Turbulent Flows in Curved
Channels and Bends
Direct Numerical Simulation of turbulent flow requires accurate numerical techniques for
solving the Navier-Stokes equations. Therefore, the Navier-Stokes equations in general
orthogonal and nonorthogonal coordinates were employed and a simultaneous variable
solution method was extended to solve these general governing equations. The present
numerical method can be used to accurately predict both laminar and turbulent flow in
various curved channels and bends. To demonstrate the capability of this numerical
method and to verify the method, the time-averaged Navier-Stokes equations were em-
ployed and several turbulence models were also implemented into the numerical solution
procedure to predict flows with strong streamline curvature effects. The results from the
present numerical solution procedure were compared with available experimental data
for a 90 deg bend. All of the turbulence models implemented resulted in predicted velocity
profiles which were in agreement with the trends of experimental data. This indicates that
the solution method is a viable numerical method for calculating complex flows.
@S0098-2202~00!01803-4#

Introduction
Advances in computing power of supercomputers and compu-

tational fluid dynamics will soon allow direct numerical solution
of complex turbulent flows in complex geometries. However, di-
rect numerical simulation of turbulent flow requires accurate nu-
merical techniques for solving the Navier-Stokes equations. The
simultaneous variable solution method proposed by Bentson and
Vradis @1# is an attractive method for solving the Navier-Stokes
equations because of its numerical accuracy, efficiency and ro-
bustness. The method proposed by Bentson and Vradis was later
extended to two-dimensional laminar flow in curved boundaries
~Vradis et al.@2#! and to three-dimensional flow in the Cartesian
coordinates by Prado@3#. However, the applicability of the
method to highly curved geometries was not addressed by the
previous investigators. Thus, the simultaneous variable method
for solving the Navier-Stokes proposed by Bentson and Vradis@1#
has been extended and generalized to the Navier-Stokes equations
in general curvilinear coordinates. Additionally, to make the solu-
tion procedure useful and practical for its use in current engineer-
ing applications, the method was extended to turbulent flow com-
putations by implementing several turbulence models. Turbulence
models implemented include modified versions of the mixing-
length model developed by Baldwin and Lomax@4# and the low-
Reynolds-number two-equationk-t model developed by Speziale
et al. @5#. In addition to numerical difficulties encountered in tur-
bulent flow computations, turbulent flow in curved channels is
dominated by strong streamline curvature effects. These effects
considerably change the behavior of the turbulent kinetic energy
and the dissipation rate~Cheng and Farokhi@6#!. Thus, two dif-
ferent methods were used to modify thek-t model for strong
streamline curvature effects. One method was to include the Ri-
chardson flux number in the turbulent time scale,t, transport
equation and the other method was to directly modify the eddy

viscosity expression. The results with and without modifications
to the k-t model as well as other turbulence models used are
evaluated by comparing velocity profiles and turbulent kinetic en-
ergy predictions with experimental data for a 90 deg bend. The
predictions from the standardk-« model in a commercially avail-
able CFD code were also compared with present results and with
experimental data.

Development of the Numerical Solution Procedure

1 Vradis and Bentson Simultaneous Variable Solution
Method. Vradis et al.@2# developed a simultaneous variable so-
lution method for solving laminar flow in two-dimensional
straight and expanding channels using the orthogonal and nonor-
thogonal curvilinear coordinate systems. But, this method is not
applicable to highly curved channels and bends as it is discussed
in this section.

In the present work, the simultaneous variable solution method
was extended to turbulent flow computations by using the time-
averaged continuity and momentum equations for a steady, in-
compressible, Newtonian, and two-dimensional flow. Assuming
that the Reynolds stresses are linearly proportional to the strain
rate tensor by a turbulent or a scalar eddy viscosity, the equations
used are
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whereu, v, andp are the time-averaged velocity components in
the Cartesianx and y directions and time-averaged pressure, re-
spectively. The effective viscosityne is defined as

ne5n1nt (4)
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wheren is the fluid kinematic viscosity,nt is turbulent eddy vis-
cosity which is calculated from an appropriate turbulence model
discussed in the Turbulence Modeling section.

The above equations were transformed into nonorthogonal cur-
vilinear coordinates by
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whereh and j are the coordinates in the transformed computa-
tional space, andJ is the Jacobian of the transformation defined by
J5xjyh2xhyj .

Using the staggered grid method, Eq.~1! was discretized at the
center of the cell where pressure is defined. Equations~2! and~3!
were discretized at theu velocity location andv velocity location,
respectively. The convective terms in the transformed equations
were discretized by the second-order accurate upwind scheme.
The diffusion terms were discretized by the second-order centered
difference scheme. The boundary conditions for velocities and
pressure were treated in a similar manner as Vradis et al.@2#; the
boundary condition for pressure used a modified equation~Eq.
~6!! which includes the effective viscosity for turbulent flows
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The resulting system of algebraic finite-difference equations are
nonlinear due to the convective terms. The equations were linear-
ized by freezing the coefficients of convective terms to the previ-
ous iteration level. Finally, a system of linear equations are
formed with a block tridiagonal coefficient matrix of 333
elements

UB1 C1

A2 B2 C2

• • •

An Bn

UUW1

W2

•

Wn

U5UE1

E2

•

En

U (7)

where,Wi5@ui j ,v i j ,pi j #
T, Ai ,Bi ,Ci are 333 coefficient matri-

ces. In the above 333 matrices, the first three rows, that is,a1 j ,
b1 j , andc1 j , result from discretizing the continuity equation. The
second three rows result from discretizing they momentum equa-
tion. The last three rows are obtained from discretizing thex mo-
mentum equation. The system of Eq.~7! was solved by a block
tridiagonal solution method described in Anderson et al.@7#.

Using the above procedure, turbulent flow in a straight channel
was computed. In the computation of turbulent flow in straight
channels, the method was found to be robust and no under-
relaxation parameters were necessary for either velocity or pres-
sure, and the method worked well. However, when this method
was applied to a 90 deg bend, the method resulted in singular
matrices and the method failed. By conducting numerical experi-
mentation, it was found that singularities in the coefficient matri-
ces resulted for bend angles,u ~measured from the inlet as shown
in Fig. 1!, greater than 70 deg. To investigate the reason for this,
the discretized system of equations was considered. The source of
the problem was found to be in the ‘‘B matrix.’’ In Eq. ~7!, the
diagonal matrixBi is given by

Bi5Ub11 b12 0

b21 b22 b23

b31 b32 b33

U (8)

The elements of this matrix that cause problem arise from discreti-
zation of the continuity equation and the pressure terms in the
momentum equations. Some of the elements inBi arise from dis-
cretizing the continuity equation~Eq. ~1!!. These elements are

b115yh /Dj, b1252xj /Dh (9)

Other elements that cause problem arise from the pressure term of
the momentum Eqs.~2! and ~3!. They are

b235
xj

rDh
, b3352

yh

rDj
(10)

wherej represents the stream-wise direction andh represents the
transverse direction as shown in Fig. 1.

As the bend angle approaches 90 deg, the derivatives,xj andyh
approach zero~at u590 deg,xj5yh50!. This means that in this
region the elementsb115b125b135b235b3350 and the matrix
becomes singular~the determinant of matrixB is zero!. Therefore,
it was found that this method with the form of governing equa-
tions used above is not suitable for highly curved geometries such
as 90 deg bends and channels.

2 Generalization of the Simultaneous Variable Solution
Method. The simultaneous variable solution method described
above is efficient, accurate and robust. However, the form of the
governing equations used above limits its applications to small
bend angles. This method becomes more generally applicable if
the Navier-Stokes equations using the covariant or contravariant
components, employing the orthogonal or nonorthogonal curvilin-
ear coordinates, are used. In this study, the equations in orthogo-
nal curvilinear coordinates~Warsi @8#! were used. The equations
are
Momentum equations:
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Fig. 1 Coordinate system of bend
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Continuity equation:

]

]j
~h2U !1

]

]h
~h1V!50 (13)

whereU is defined as the velocity in the stream-wise,j, direction,
andV is defined as the transverse velocity component or the ve-
locity component in the direction normal to stream-wise,h, or the
direction normal to the flow direction, andh1 andh2 are geomet-
ric terms. The stresst i j in Eqs.~11! and ~12! is

t i j 52pd i j 12neDi j (14)

whereDi j is the mean rate of strain tensor.
Equations ~11!–~13! were discretized and solved simulta-

neously to obtain flow velocity components and pressure. In dis-
cretization of Eqs.~11!–~13!, the convection terms were dis-
cretized by the second-order upwind scheme; all other terms were
discretized by the second-order central difference scheme. The
boundary conditions for the velocity components were obtained
by a second-order polynomial extrapolation. The details of this
extrapolation procedure and the results can be found in Wang@9#.
The pressure boundary conditions were obtained by simplifying
Eq. ~12! using the no-slip boundary conditions, i.e.,U50 andV
50 at the wall. All terms in the remaining equation were dis-
cretized by the second-order central difference scheme at the wall.
To close the system of equations, the next step was to define the
eddy viscosity by employing a turbulence model.

Turbulence Modeling in Curved Ducts
Two-equation turbulence models and algebraic Reynolds stress

models are commonly used for engineering predictions of turbu-
lent flows. Among the two-equation turbulence models, the stan-
dardk-« model and its variants are most widely used. But, in the
ASME’s CFD Biathlon~Freitas@10#!, it was shown that the stan-
dardk-« model provides different solutions when using different
CFD codes. This may be caused by the different wall function
treatments in the different CFD codes. In the present work, several
other turbulence models were considered, namely, a modified ver-
sion of the Baldwin-Lomax mixing-length model, a low-
Reynolds-number two-equationk-t turbulence model developed
by Speziale et al.@5# and an algebraic Reynolds stress model de-
veloped by Thangam et al.@11#. None of these models require a
wall function. Thek-t model has the advantage that the turbulence
time scalet has a natural boundary condition at the wall (t50)
and it is a low-Reynolds-number model. Therefore, thek-t model
does not need the wall function treatment at the wall. The various
turbulence models that are used and their modification are de-
scribed below.

1 The Mixing-Length Model. The mixing-length model
proposed by Baldwin and Lomax@4# was used in the present
numerical method for its efficiency and simplicity. In the mixing-
length model of Baldwin and Lomax@4#, the turbulent eddy vis-
cosity was related to a length scale and a velocity scale, by

ntH ~nt! inner5l 2uvu y<ycrossover

~nt!outer5KmCcpFwakeFkleb y.ycrossover
(15)

where: ycrossoveris the value ofy where (nt)outer5(nt) inner, and
l 5ky@12exp(2y1/A1)#, uvu is the magnitude of vorticity vec-

tor, y15uty/n; ut is the frictional velocity,k50.4, A1526,
Km50.0168 andCcp51.6. In Eq.~15!, Fwake andFkleb are given
by following equations

Fkleb51~no intermittency is used for internal flows!
(16)

Fwake5the smaller ofH or
ymaxFmax

Cwkymaxudif
2 /Fmax

J (17)

whereCwk50.25, ymax and Fmax are determined from Eq.~18!.
Fmax is the maximum value ofF(y) that occurs in a profile and
ymax is the value ofy at whichFmax occurs.

F~y!5yuvu@12exp~2y1/A1!# (18)

Modification of ut which was used in definingy1 was con-
ducted to overcome its singularity (tw50) in the separated flow
region. The modifiedut is given by the following expression
~Baldwin and MacCormak@12#!

ut5
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2 S Autwu/r1kUy ]U

]y U
y1560
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2 The k-t Model „Speziale et al.†5‡…. In thek-t model, the
turbulent eddy-viscosity is related to the turbulent kinetic energy,
k, and the turbulence time scale,t, by

nt5Cm f mkt (20)

where Cm50.09, f m5@113.45/ARet#tanh(y1/70) and Ret
5kt/n, fm is the wall damping function that is needed for
asymptotic consistency.

The transport equation for the turbulent kinetic energy,k, is

VW •¹k52t i j
t :Di j 2k/t1¹•S S n1

nt

sk
D¹kD (21)

wherent is the turbulent eddy viscosity computed by Eq.~20!,
sk51.4 is an empirical constant,V̄ is the fluid mean velocity
vector,¹ is the gradient operator defined in the two dimensional
case as:¹5(1/h1)(]/]j)eW11(1/h2)(]/]h)eW2 . t i j

t is the Reynolds
stress tensor which is defined ast i j

t 52(2/3)kd i j 12ntDi j . d i j is
the Kroneker delta andDi j is the mean rate of the strain tensor.

The turbulent time scalet of Eq. ~20! is modeled by the fol-
lowing equation

VW •¹t52~12Cel!
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where i, j, t i j
t , and n, nt have the same meaning as Eq.~21!.

Ce151.44Ce251.83st15st251.36, andf 2 is the wall damping
function that is needed for asymptotic consistency for the turbu-
lent time scale transport equation which is given by

f 25F12
2

9
expS 2

Ret
2

36 D G @12exp~2y1/5!#2.

Modifications of the k-t Turbulence Model. The two-equation
turbulence models, including thek-t model ~Speziale et al.@5#!,
do not include the streamline curvature effects. Therefore, modi-
fications of thek-t model were conducted by including these ef-
fects. Currently, there are several ways of modifying the two-
equation turbulence model to include the streamline curvature
effects. Two methods were selected, which are:~i! including the
Richardson flux number in thet transport equation as used by
Tamamidis and Assanis@13#, and ~ii ! modifying the eddy-
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viscosity expression as suggested by Cheng and Farokhi@6# for
the k-« model. In this work, both modifications were extended to
the k-t turbulence model equations.

After including the Richardson curvature number modification,
the turbulent time scalet transport Eq.~22! becomes

VW •¹t52~12Cel!
t

k
t i j

t :Di j 1
2

k S n1
nt

st1
D¹k•¹t

2
2
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D¹t•¹t1¹•S S n1
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D¹t D

1~Ce2f 2~12CrRit !21! (23)

whereCr50.3, and Rit is the curvature Richardson number given
by

Rit5t2
U

r 2

]~rU !

]r
(24)

wherer is the radius of curvature,U is the velocity in the stream-
wise direction.

An alternative way to modify the turbulent eddy viscosity is by
including pressure strain which is neglected in the standardk-t
model. Based on the pressure strain model of Launder et al.@14#
and after some manipulations, the eddy viscosity expression, i.e.,
Eq. ~20! becomes

nt5 f mktS 12fpr

t

k Df, f5
12C2

prt/k211C1
(25)

whereC1 andC2 are empirical constants~C151.5, C2520.35!,
andpr is the production of turbulent kinetic energy.

3 The Standard k-« Model. In this investigation, a com-
mercially available CFD code, called CFX® ~CFX @15#! is also
used. Several different turbulence models are available in CFX,
but only the standard~high-Reynolds-number! k-« model employ-
ing a standard wall function was used for comparison to the
present models.~Equations used in CFX are also presented by
Wang @9#.! Not much work has been done to validate this CFD
code in the literature; a work by Edwards et al.@16# discusses
validation of this CFD code for two- and three-dimensional flows.

Numerical Solution
The time-averaged Navier-Stokes equations were discretized

and solved simultaneously to obtain the flow velocity components
and pressure. In discretization of the transport equations, the con-
vection terms were discretized by the second-order upwind
scheme. Other terms were discretized by the second-order cen-
tered difference scheme. The discretized equations were solved
iteratively by a method described by Bentson and Vradis@1#. Af-
ter one iteration and solving for the velocity components and pres-
sure, the turbulent eddy viscosity was updated by solving the gov-
erning equations for the turbulence models.

The accuracy of the numerical solution was checked by refining
the computational grid. The procedure used to determine the rate
of convergence is described by Blottner@17#. Richardson’s ex-
trapolation was used to perform an extrapolation of the results to
‘‘zero-mesh width,’’ i.e., the exact solution. The truncation error
in the calculation of the streamwise flow velocity, at the centerline
and at 75 deg downstream of the bend~the geometry for this case
is described below, see Fig. 6!, was used to determined the rate of
convergence.

Using this procedure, the convergence and accuracy of the nu-
merical solution was checked by refining the grid in both the
streamwise and normal directions. The truncation error in calcu-
lated value of the centerline velocity as a function of the grid
spacing in each direction was determined by comparing the cal-
culated values with the ‘‘exact’’ or the extrapolated value. A typi-
cal result is shown in Fig. 2 for turbulent flow in the 90 deg bend
discussed below. The line shown in Fig. 2 has the slope of 2,

indicating second order accuracy~Blottner @17#!. For the results
shown in Fig. 2, as well as other cases considered, nonuniform
grids were used. Figure 2 was based on 20, 40, 80, and 160 grid
points in theh direction for the 90 deg bend calculations. Figure
2 indicates that if 60 to 70 points are used in theh direction, the
accuracy of the calculated velocity at the centerline can be ex-
pected to be larger than or about 2 to 3 percent. Also, note that the
rate of convergence of the numerical results agrees with the the-
oretical result if the grid is sufficiently refined~for approximately
60 or more grid points in theh direction!. A total of 150 grids
were used in the streamwise direction of which, 30 nonuniform
grids were used in the upstream section, 60 uniform grids were
used in the bend section and 60 nonuniform grids were used in the
downstream section. A grid refinement study was conducted in the
streamwise direction by doubling the number of grids in each
section. The results obtained at several locations were examined
and the results were nearly the same~relative error for velocities
were less than one percent!. Therefore, for the comparison of the
results, 150 grids in the streamwise direction were used.

Results and Discussion

Channel Flows. Results using the present numerical solution
procedure were first compared with the results obtained by Vradis
et al. @2# for laminar flow and very good agreement were ob-
served. Turbulent flow in a straight channel studied by Hussain
and Reynolds@18# was used as the next test case for the simulta-
neous variable solution method using thek-t turbulence model
and the mixing-length model. The flow was computed using 50
nonuniform grid points in they direction such that the value ofy1

for the first grid point near the wall was about 0.5. The channel is
long enough to allow the flow to become fully developed. Given
the inlet parabolic or logarithmic velocity profile, the simulta-
neous variable solution method converged with no relaxation for
the velocity components and pressure. The predicted mean veloc-
ity profiles using the mixing-length model and thek-t model are
compared with experimental data of Hussain and Reynolds@18#
and are shown in Fig. 3. In Fig. 3, the velocity is normalized by
the centerline velocity, and the distance from the wall,y, is nor-
malized by half of the channel height. It can be seen that the
prediction using thek-t model agrees very well with the experi-
mental data. The agreement between the mixing-length model
~denoted by M-L! prediction and data is also good. In Fig. 4, it
can be seen that thek-t model yields a logarithmic velocity profile
and the prediction agrees very well with the experimental data.

In Fig. 5, prediction of turbulent kinetic energy using thek-t
model is compared with Kim et al.@19# prediction that uses a
low-Reynolds-numberk-« model and with the direct numerical

Fig. 2 Typical grid refinement results
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simulation results from them. From this figure, it can be seen that
the k-t model gives a better prediction of the peak of turbulent
kinetic energy than the low-Reynolds-numberk-« model in the
near-wall region.

Turbulent Flow in 90 Deg Bend. Turbulent flow in a 90 deg
curved channel or bend with the Reynolds number of 224,000 was
investigated experimentally and numerically by Kim and Patel
@20# and was selected as the next test case for flow model verifi-
cation. The experimental data was gathered for a 90 deg curved
duct of a rectangular cross section with an aspect ratio of one-to-

six and a curvature radius to height ratio of 3.5 ((R01Ri)/(2H)
53.5). The flow velocities and turbulent quantities were mea-
sured at stations U1, U2, 15 deg, 45 deg, 75 deg, and D1 which
are shown in Fig. 6. The overall experimental uncertainty reported
for the streamwise velocity component~U! was reported to be 1.5
percent and for the turbulent stress measurement was about 5
percent forU8U8 and 10 percent for other turbulent stress com-
ponents. The numerical simulation was carried out starting at the
U1 station~see Fig. 6! and ending at the down stream end of the
duct. To specify inlet conditions at the inlet~U1 station!, velocity
and turbulent kinetic energy profiles were obtained from curve fits
to the experimental data. The results using the mixing-length
mode with 150370 ~150 in streamwise direction and 70 across
the channel! grid points are shown in the following figures and
were used to compare with solutions from other models. The re-
sults using the commercially available CFD code~CFX! are also
presented. In the computation of the flow field using the present
numerical model, no under-relaxation parameters were used in the
solution procedure for the velocity components and pressure.
However, when the ratio of the bend curvature radius to channel
height was below 2,~i.e., (Ro1Ri)/(2H),2), under-relaxation
factors for the velocity components were needed to obtain a con-
verged solution. The results presented below are compared with
the experimental data at the centerplane of the rectangular duct.

For thek-t model and the modifiedk-t model, they1 values for
the first grid point away from the wall was selected to be 0.3
;0.6 ~note thaty1 varies along the bend!. For the standardk-«

Fig. 3 Channel flow dimensionless velocity profiles „Re
Ä32,300…

Fig. 4 Channel flow dimensionless velocity profiles in the wall
coordinates „ReÄ32,300…

Fig. 5 Turbulent kinetic energy predictions for a channel flow
„ReÄ7,725…

Fig. 6 Velocity measurement locations in a 90 degree bend
„Kim and Patel †20‡…
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model used in CFX, they1 values for the first grid points away
from the wall was around 40–100. This is due to the wall function
that is used in the standardk-« model.

Figure 7 shows the predicted streamwise velocity profile using
the mixing-length~denoted by M-L! model and thek-t model
compared with the experimental data at the U2 station. Figures 8
and 9 show the predicted streamwise velocity profile by the
mixing-length model and thek-t model compared with the experi-
mental data at the 15, 45, 75 deg and D1 stations. It can be seen
that at downstream regions, such as the D1 station, the model
predictions near the walls of the channel are not as good as their
predictions at the upstream stations. Overall however, it is surpris-

ing that the simple mixing-length model used in this work gives
pretty good velocity predictions as compared with the experimen-
tal data for this complex turbulent flow near the inner wall. The
k-t model gives slightly better predictions in the outer wall region
than the mixing length model. Figure 10 shows the velocity pro-
files at the 75 deg station predicted by the originalk-t model
denoted byk-t model; thek-t model with the Richardson curva-
ture number modification in thet transport equation denoted by
k-t model with Rit fort equation; and thek-t model with modi-
fied eddy viscosity by including pressure strain denoted byk-t

Fig. 7 Predicted velocity profiles using mixing-length model
and k-t model versus data „Kim and Patel †20‡… at U2 Station, U 0
is the centerline velocity at station U1

Fig. 8 Predicted velocity profiles using mixing-length model
and k-t model versus data „Kim and Patel, †20‡… at 15 and 45
deg stations

Fig. 9 Predicted velocity profiles using mixing-length model
and k-t model versus data „Kim and Patel †20‡… at 75 deg and
D1 stations

Fig. 10 Predicted velocity profiles using k-t models versus
data „Kim and Patel †20‡… at 75 deg station
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model with SC for eddy viscosity. It can be seen that the modified
versions of thek-t model give velocity profiles that are similar to
the standardk-t model prediction.

Figures 11 and 12 show predictions of the velocity profiles
using CFX and employing the standardk-« model as compared

with the mixing-length model with the present numerical method
and the experimental data at the 15, 45, 75 deg and D1 stations.
Again, at the downstream regions of the bend where streamline
curvature effects become stronger, such as 75 deg and D1 stations,
the model predictions near the channel walls are not as good as
the predictions at the upstream stations. Overall, both thek-« and
the mixing-length models give similar velocity profiles.

Fig. 11 Predicted velocity profiles using mixing-length and k-«
models versus data „Kim and Patel data †20‡… at 15 and 45 deg
stations

Fig. 12 Predicted velocity profiles using mixing-length and k-«
model versus data „Kim and Patel †20‡… at 75 deg and D1
stations

Fig. 13 Predicted turbulent-kinetic energy profiles using k-t
models versus data „Kim and Patel †20‡… at 45 deg and D1
stations

Fig. 14 Predicted turbulent kinetic energy profiles using modi-
fied k-t and k-« models versus data „Kim and Patel †20‡… at 45
deg and D1 stations
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Figure 13 shows comparison of turbulent kinetic energy profiles
between the present numerical model predictions and the experi-
mental data at 45 deg and D1 stations. This figure shows that the
k-t model with streamline curvature effects correction in eddy
viscosity agrees better with the data than the other models. A
comparison between the standardk-« model ~in CFX! and the
modified k-t model is shown in Fig. 14. It is observed that the
modified k-t model agrees better with the data in the near wall
region of the outer wall than the standardk-« model.

It is worth mentioning that a three-dimensional simulation of
flow in the channel that is considered in this work was conducted
by Sotiropoulos and Patel@21#. They used a standardk-« model,
similar to one that is also used in this study. The results obtained
by Sotiropoulos and Patel for three-dimensional simulations are
almost identical to the results that are obtained in this study with
CFX for a two-dimensional simulation. Therefore, the effects of
the secondary flows that normally appear in the transverse cross
section of curved ducts may be small for this channel flow where
the aspect ratio is high. The turbulence models used in the present
work may not accurately capture all of the physics of turbulent
flow in this complex turbulent flow. The results, however, indicate
that the present numerical solution procedure is a viable tool for
solving the Navier-Stokes equations in highly curved geometries.

Summary and Conclusions
An efficient and accurate simultaneous variable solution tech-

nique for solving the Navier-Stokes equations has been extended
to general orthogonal and nonorthogonal coordinates and turbu-
lent flow computations. The numerical solution procedure is now
capable of handling flows in highly curved channels and bends. In
addition, several turbulence models were implemented into the
numerical solution procedure to predict turbulent flows with
strong streamline curvature effects. Turbulence models used are
the modified versions of the mixing-length model developed by
Baldwin and Lomax@4#, the two-equation low-Reynolds-number
k-t model developed by Speziale et al.@5#, the algebraic Reynolds
stress model of Thangam et al.@11#, and the standardk-« model
with a wall function.

The k-t model was tested for flows in a straight channel and a
curved channel with streamline curvature effects. It is found that
although this model gives very good results in a straight channel,
its prediction of streamwise velocity profile was not much better
than the standardk-t model and the simple mixing-length model
in the 90 deg bend. A comparison between the standardk-« model
and the modifiedk-t model in the 90 deg bend indicates that the
modified k-t model agrees better with the data in the near wall
region of the outer wall than the standardk-« model. Therefore,
the k-t model needs to be further tested and refined to accurately
predict complex turbulent flows. Predictions of turbulent kinetic
energy profiles in a 90 deg bend indicates that modification of the
k-t model for streamline curvature effects was necessary to obtain
reasonable agreement with the experimental data.
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A Flow Visualization Study
of Vortex Interaction With
the Wake of a Sphere
A study of the interaction between an initially columnar intake vortex (hereinafter re-
ferred to as the primary vortex) and vortex structures in the wake of a single sphere
(hereinafter referred to as secondary vortices) is performed using a series of flow visu-
alization experiments, in which a sphere is towed toward a stationary vortex with ambient
axial flow and gradually decelerated to rest at a specified distance from the vortex core
axis. Both the primary vortex core and the boundary layer of the sphere are visualized
using laser-induced fluorescent dyes of two different colors, which are illuminated either
with a laser sheet or a laser volume. The strength of the primary vortex is measured using
particle-image velocimetry, which is also used to measure the strength of the secondary
vortices in select cases. The form of the sphere wake in the presence of the primary vortex
and the effect of the induced velocity from the secondary vortices on the primary vortex
are studied for different values of the vortex-sphere separation distance, the sphere di-
ameter, and the primary vortex core radius. Weak secondary vortices are observed to
induce formation of small-amplitude waves of varying core area on the primary vortex,
eventually forming a turbulent sheath surrounding the primary vortex. Stronger second-
ary vortices have an increasingly strong effect on the primary vortex, including large-
amplitude variation in core area, outward ejection of fluid from the primary vortex core,
and breakdown of the primary vortex.@S0098-2202~00!01403-6#

1 Introduction
Vortex interaction with blunt bodies is of importance in a wide

variety of fluid flow applications, ranging from flow-induced
noise and vibrations in aerodynamic and turbomachinery applica-
tions to turbulence modification by particles, bubbles, or droplets
in two-phase flows. For problems of noise and vibration sources
in aerodynamic and turbomachinery applications, vortices gener-
ated by upstream blades, vortices present in the ambient~atmo-
spheric! turbulence, or intake vortices interact with the fuselage of
the aircraft and downstream control surfaces or rotors. A discus-
sion of the effects of vortex-body interaction in rotorcraft aerody-
namics, for instance, is given by Sheridan and Smith@1#. In tur-
bulent two-phase flows, it is known that the presence of a
dispersed particulate phase may either suppress or enhance the
turbulent kinetic energy of the fluid~Crowe et al.@2#!. Data on
turbulence modification in two-phase flows compiled from a va-
riety of sources by Gore and Crowe@3# show that turbulence
enhancement occurs when the particle sizes are larger than about
10 percent of the turbulence integral length scale and turbulence
attenuation occurs for smaller particle sizes. Gore and Crowe@3#
propose that the particle wake generation in the turbulent flow is
primarily responsible for turbulence enhancement.

Numerous studies of vortex interaction with blades and cylin-
drical bodies have been performed, as described in the review
articles by Rockwell@4#, Doligalski et al.@5#, and Kim and Ko-
merath @6#. Some of this literature includes the effects on the
primary vortex of secondary vorticity shed from the body surface
~due to the vortex-induced flow!, including a recent study by
Krishnamoorthy and Marshall@7# on vortex interaction with a thin
blade and studies by Liou et al.@8# and Krishnamoorthy et al.@9#
on vortex interaction with a circular cylinder. However, very little
work has been reported on viscous vortex interaction with bodies,
such as a sphere, in which the body wake plays a significant role

during interaction with the vortex. The present paper reports on an
experimental study of vortex interaction with a sphere wake,
where we use the sphere as representative of a wake-generating
body immersed in a vortex flow.

Previous work on inviscid vortex-sphere interaction is reported
by Dhanak@10#, who uses a vortex filament approximation, to-
gether with a cut-off model~Moore and Saffman@11#! for the
singularity in self-induced filament velocity, to compute the bend-
ing of the vortex in the presence of the sphere. Dhanak also de-
rives a linear approximation for small vortex displacements when
the sphere is sufficiently distant. Pedrizzetti@12# examines the
vortex-induced boundary layer development on a sphere for the
case of instantaneous startup of the vortex from rest, using the
vortex filament model to predict the external vortex-induced flow.
Sound generation during vortex-sphere interaction is studied using
an inviscid flow model by Knio and Ting@13# and experimentally
by Minota et al.@14#.

The sphere wake generated by a columnar vortex flow at low
sphere Reynolds numbers (20<ReS<100) is examined in a series
of numerical computations by Kim et al.@15,16#, both for a single
columnar vortex and for a vortex pair. The sphere is held fixed in
these computations and the vortex is advected at some fixed dis-
tance above the sphere by a uniform flow. This Reynolds number
is below the critical value for periodic vortex shedding from the
sphere, and the sphere wake decays substantially over a distance
of a few sphere radii. One effect of the vortex-induced velocity
field is to cause the sphere wake to become asymmetric at Rey-
nolds numbers for which the sphere wake is symmetric in a uni-
form flow.

We also note that several recent studies have examined aspects
of vortex-vortex interaction that are pertinent to the topic of the
current paper. In particular, Melander and Hussain@17# report a
direct numerical simulation study of a large-scale vortex im-
mersed in background turbulence, and similar computations using
rapid distortion theory are reported by Miyazaki and Hunt@18#. A
review of turbulence evolution in the vicinity of large-scale vortex
flows is given by Marshall and Beninati@19#, which includes dis-
cussion of both the modifications to the turbulence due to the flow
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induced by the vortex and the modifications to the vortex induced
by the turbulence. Computations of an individual vortex loop
wrapping about an initially columnar vortex are reported by
Krishnamoorthy and Marshall@7#. A study of the axisymmetric
interaction between a columnar vortex and a series of periodic
vortex rings ~of both same sign and alternating sign vorticity!
wrapped around the columnar vortex is given by Marshall@20#, in
which it is shown that weak vortex rings induce standing wave
oscillations on the columnar vortex but strong vortex rings strip
vorticity in thin sheets from the outer part of the columnar vortex.

The present paper reports on a series of flow visualization ex-
periments that examine the interaction of the wake generated by a
spherical body brought to rest near an initially columnar~primary!
vortex for Reynolds numbers sufficiently high that unsteady vor-
tex shedding occurs from the sphere. The focus of the study is to
examine the entrainment of the sphere wake into the vortex and
the response of the primary vortex to interaction with the sphere
wake~secondary! vortices. The experiments investigate this inter-
action for different values of the sphere diameterD and vortex-
sphere separation distanceS using a combination of flow visual-
ization using laser-induced fluorescence~LIF! and quantitative
measurements using particle-image velocimetry~PIV!. A variety
of different interaction processes are observed to occur in the
experiments depending upon the vortex-sphere separation distance
and the sphere diameter relative to the vortex core radius. These
interactions include entrainment of the sphere wake into the pri-
mary vortex core, formation of waves of varying core area on the
primary vortex, generation of an upstream propagating breakdown
on the primary vortex by the induced velocity from the sphere
wake vortices, and attraction and intermittent attachment of the
primary vortex to the sphere surface.

The experimental apparatus and procedures are described in
Section 2, along with characterization of the primary vortex flow
field. The experimental results, reported in Sections 3–4, illustrate
different regimes of vortex-sphere interaction as the parameters
S/D andD/s0 are varied. Conclusions are given in Section 5.

2 Experimental Setup and Procedure
A sketch of the experimental apparatus is given in Fig. 1. The

primary vortex is generated in water in a cylindrical inner tank
~diameterH530 cm!, about which is placed an outer rectangular
tank ~101 cm343 cm cross-section and 123 cm high! that houses
the sphere and the support arms of the two carriage. Water is
circulated through the system via tangential inlet jets at the top of
the inner cylindrical tank and an outlet orifice at the tank bottom.
A steady vortex is generated within about 20–30 minutes after
starting the water circulation along the center axis of the inner

cylindrical tank. The vortex is trapped at the top of the cylindrical
tank by an inverted funnel that is sealed at the top with a Plexiglas
plate, which both stabilizes the vortex and increases the core ra-
dius. The sphere is supported by a 3 mmdiameter hollow metal
rod, placed on the side of the sphere opposite the vortex. Five
sphere sizes are used in the experiments, with diameters of 9.5
mm, 19 mm, 25 mm, 38 mm, and 50 mm.

The sphere is initially translated toward the vortex at a constant
velocity of 0.01 m/s, and is then gradually brought to rest~at a
deceleration of 0.05 m/s2! at a separation distanceS between the
sphere leading edge and the vortex symmetry axis. The sphere
towing speed is set by a computer-controlled screw drive mecha-
nism, so as to minimize vibrations and maintain a specified tow-
ing speed and deceleration rate. Experiments with different sphere
translation and deceleration rates did not produce qualitatively
different results.

The laser-induced fluorescence technique is used for flow visu-
alization, with solutions of dyes that fluoresce at two different
colors. The primary vortex is visualized using dye that fluoresces
red ~Sulfurhodamine 640! and the sphere wake is visualized with
a dye that fluoresces yellow~Rhodamine chloride 590! when ex-
posed to light with wavelength in the range 500–600 nm. The
dyes are excited by the green line of a continuous argon ion laser
~with wavelength in the range 457–514 nm!. Photographs are
taken using both a 35 mm still camera and a standard video cam-
era, with frame rates of approximately 4 and 30 frames per sec-
ond, respectively. The green laser light is filtered out so that only
the emitted light of the dyes is recorded on film. A sketch showing
the different laser sheet imaging planes and the parameters gov-
erning the sphere-vortex interaction is given in Fig. 2. Most of the
visualization is performed in a vertical plane that slices through
the symmetry axis of the primary vortex and the sphere center
~labeled A in Fig. 2!. In some cases, visualization is also per-
formed either in a horizontal plane that bisects the sphere~labeled
B in Fig. 2! or in a volumetric section of the flow.

The yellow dye is gravity fed into the sphere boundary layer
from an external reservoir. The flow rate of yellow dye can be
finely controlled by adjusting the gravity head and a needle valve
placed in the feed line. The yellow dye enters into the boundary
layer through 25 small holes~1 mm diameter! for spheres with
diameter greater than 20 mm and through 13 holes for spheres

Fig. 1 Schematic of the experimental apparatus, showing the
circular inner tank and rectangular outer tank, the water inlet
and exit, the primary vortex, the sphere and the sphere support

Fig. 2 Sketch illustrating the coordinate system, the param-
eters s0 , GC , S, and D used to characterize vortex-sphere in-
teraction, and the position of the „A… vertical and „B… horizontal
laser sheet illumination planes
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with diameter less than 20 mm. The holes are distributed evenly
around the sphere surface. Red dye is injected into the primary
vortex within the inverted funnel at the top of the inner cylindrical
tank, and carried downward by the ambient axial flow within the
vortex core. The LIF photographs have been digitally processed to
insert the sphere profile and to convert the colors to grayscale,
with the yellow dye appearing darker than the red dye.

The azimuthal velocity field within and outside the primary
vortex core is measured using a particle-image velocimetry~PIV!
system, which uses a double-pulsed Nd:YAG laser synchronized
with a CCD camera~131731035 pixels!. Data processing is per-
formed using autocorrelation with the TSIInsightsoftware with a
time increment ofDt50.7 ms near the vortex core andDt51.0
ms for the outer part of the vortex. The PIV data is obtained with
a spacing of about 1 mm between vectors and 50 percent overlap
of interrogation regions. Neutrally buoyant polycrystalline par-
ticles are used for flow seeding, with specific gravity 1.0060.02
and with more than 90 percent of the particle diameters less than
10 mm. The seed particles are formed into a milky suspension that
is injected into the flow through the inverted funnel at the top of
the inner cylindrical tank. PIV images are acquired after the par-
ticles have dispersed thoroughly within the test region. The instan-
taneous PIV data~circular symbols! in Fig. 3, acquired from five
different images, scatter about the best-fit curve~solid line! with
root-mean-square deviation of 3.6 percent of the maximum azi-
muthal velocity. The core radiuss0 is set equal to the value ofr
at which the best-fit curve has a maximum, and the circulationGC
is obtained by fitting the expressionGC/2pr for azimuthal veloc-
ity from a line vortex to the measured data for large values ofr.

The axial velocity profilew(r ) of the primary vortex is mea-
sured by photographing the motion of a large number of small
~0.5–1 mm diameter! neutrally buoyant immiscible dye globules
~bromobenzene and paraffin oil mixed in proportion along with a
fat soluble dye!, which are released through a hypodermic needle
at the top of the tank and carried downward by the vortex axial
flow. The measured axial velocity profile is well fit by a Gaussian
function of the form

w~r !5wmaxexp~2r 2/s1
2!, (1)

wheres1 is another measure of the vortex core radius andwmax is
the axial velocity on the vortex centerline. The axial velocity data
~triangular symbols in Fig. 3! have a root-mean-square scatter
about the fit~1! ~dashed curve! of 8.3 percent ofwmax. The aver-
age axial velocity over the core radius,w0 , is defined by

w05
2

s1
2E

0

s1

rw~r !dr>0.63wmax. (2)

For the experiments reported in this paper, the measuress0 and
s1 of core radius, based on the azimuthal and axial velocity com-
ponents, respectively, ares054.561.0 mm ands151062 mm.
The maximum axial velocity iswmax5208620 mm/s and the av-
erage axial velocity over the core radius isw05131615 mm/s.
The vortex circulation isGC5243103613103 mm2/s.

The PIV method is also used to investigate the velocity com-
ponent in the radial direction for the primary vortex. An estimate
of the radial velocity associated with the primary vortex in the
interval between 2–4 core radiis0 from the vortex center is ob-
tained by dividing the observed radial displacementDR of the
streamlines after one rotation by the time intervalDt required for
the fluid to rotate about the vortex core at that radius. The average
radial velocity in this interval,22.8 mm/s, has a magnitude of
about 1 percent of the local azimuthal velocity magnitude.

The primary vortex is held in a fixed state for all experiments,
with axial flow parameterA[2ps0w0 /GC50.1560.05 and vor-
tex Reynolds number ReV[GC /n>2.53104. The axial flow pa-
rameter is much less than the critical value of about 0.7~Marshall
@21#!, such that waves of variable core area can propagate both
upstream and downstream on the vortex core~i.e., the vortex is
subcritical!. The axial flow parameter does not have a major effect
on the vortex-sphere interaction except for cases where the sphere
is very close to the vortex core, and the primary vortex behavior
in the current experiments is expected to be typical of other sub-
critical vortex states. LettingUS5GC/2p(S10.5D) denote the
ambient velocity induced by the columnar vortex at the location of
the sphere center, the sphere Reynolds number ReS[USD/n
5ReV/2p(0.51S/D) varies in the experiments in the range
1000–4000. The experiments examine the sphere wake-vortex in-
teraction for values of the ratioS/D spanning the interval20.5
<S/D<3. At the lower limit,S/D520.5, the sphere center lies
in the center of the inner cylindrical tank~on the initial position of
the vortex symmetry axis!. For each value ofS/D, experiments
with five different values ofD/s0 ~ranging from 2.1 to 11.1! are
performed.

Other dimensionless parameters implicit in the experimental
setup are assumed to have negligible effect. For instance, the ef-
fect of the tank wall is believed to be small since the ratioD/H of
sphere diameter to inner tank diameter ranges from 0.03 to 0.17,
with D/H less than 10 percent for all but the largest sphere diam-
eter. Likewise, the vortex is assumed to be nearly columnar at the
start of each experiment, since flow visualization pictures indicate
that the gradient in vortex core radius,ds0 /dz, is less than 2
percent within the experimental measurement region~which spans
approximately five sphere diameters along the vortex on either
side of the body!.

3 Effect of Vortex on Sphere Wake
When a sphere is placed in the vicinity of the primary vortex,

the vortex-induced flow generates ‘‘secondary vorticity’’ on the
sphere surface that diffuses outward and is convected behind the
sphere to form the sphere wake. For very large values ofS/D
(S/D@1), the flow induced by the vortex at the sphere location is
nearly uniform and the sphere wake closely resembles that caused
by uniform translation of a sphere in a still fluid. The form of the
vortex structures present in the wake of a sphere immersed in a
uniform flow has been studied by numerous investigators for
sphere Reynolds numbers in the range 300– 104 ~Achenbach@22#,
Magarvey and Bishop@23#, Magarvey and MacLatchy@24#, Saka-
moto and Haniu@25#, Taneda@26#!. For sphere Reynolds numbers
greater than about 300–400, this flow is dominated by nearly
periodic shedding of hairpin vortex loops. These vortex structures
form an interconnected ‘‘street’’ of hairpin vortices, which is il-
lustrated schematically by Achenbach@22# and reproduced in Fig.
4. For Reynolds numbers just above the critical value for onset of
vortex shedding~up to about Re>420!, this hairpin vortex street
appears very regular, with each loop of nearly the same strength
and with the same spacing and orientation. As the Reynolds num-

Fig. 3 Experimental data for azimuthal velocity v „circles … and
axial velocity w „triangles … for the primary vortex as a function
of radial distance r from the center of the inner cylindrical tank.
Best-fit curves are drawn for the azimuthal velocity „solid line …

and axial velocity „dashed line ….
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ber is further increased, the hairpin vortex street becomes increas-
ingly irregular, both in terms of the vorticity separation point on
the body surface and the orientation of the vortex loops far away
from the body. Evidence for the presence of vortex loops with
alternating sign vorticity, which can be viewed as an extreme case
of hairpin oscillation with the vortex loop detachment point on
alternating sides of the sphere, is presented by Sakamoto and Ha-
niu @25# for Reynolds numbers greater than about 800 and in
computations by Tomboulides et al.@27# and Johnson and Patel
@28#.

As S/D decreases in the vortex-sphere interaction problem and
approaches unity~but still with the sphere outside of the primary
vortex core!, the vortex-induced flow past the sphere becomes
increasingly nonuniform, with higher velocity on the side of the
sphere closest to the primary vortex. The wake form in this case
becomes similar to the problem of a sphere immersed in a uniform
shear flow, which was studied by Sakamoto and Haniu@29#.
These authors report that the sphere wake configuration~i.e., the
general form of the wake vortex structures! in a shear flow does
not differ substantially from that in a uniform flow. Sakamoto and
Haniu@29# make the following observations on the effect of back-
ground shear on the sphere wake:~1! the point of vorticity detach-
ment from the body shifts toward the high-velocity side of the
sphere and remains fixed,~2! the wake vortex loops are always
shed from the high-velocity side of the sphere and do not exhibit
the irregular oscillation in orientation characteristic of the sphere
wake in uniform flow for ReS.420, ~3! the critical Reynolds
number for onset of periodic vortex shedding decreases with shear
rate, and~4! the Strouhal number of the shed vortex loops in-
creases slightly with shear rate. The data of Sakamoto and Haniu
@29# are reported for values of the shear parameterK[GD/US ,
whereG is the shear gradient, ranging between about 0.05 and
0.25. The shear parameter can be interpreted simply as the differ-
ence in the ambient velocity on the two sides of the sphere divided
by the mean ambient flow speed relative to the sphere. For the
vortex-sphere interaction problem, the effective shear parameter at
the sphere location can be estimated from the difference of the
vortex-induced velocity on the near and far sides of the sphere and
written in terms ofS/D as

K5
112~S/D !

2~S/D !~11S/D !
. (3)

The range 0.05<K<0.25 considered by Sakamoto and Haniu
@29# corresponds approximately to variation ofS/D over the in-
terval 3.6<S/D<19.5 for the vortex-sphere interaction problem.

The effect of the vortex on the sphere wake is examined in the
current paper for values ofS/D of 2 and 3, corresponding to a
sphere Reynolds number in the range 1000–1500. For these val-
ues ofS/D, the discussion in the previous paragraph suggests that
the shear induced by the vortex has a strong effect on the sphere
wake. An LIF photograph showing a cross-section of the sphere
wake in the horizontal plane B is given in Fig. 5 for a case with
S/D52 andD/s054.3. Cross-sections of the nose region of the
hairpin loops are clearly visible for a distance of about four sphere

diameters behind the sphere. Beyond this distance, the hairpin
loops have drifted slightly in the vertical direction, so that the
horizontal light sheet passes instead through one of the loop legs.
The point of wake detachment from the sphere is noticeably
shifted toward the primary vortex, corresponding to the high-
velocity side of the sphere. The wake vortex loops are observed to
both advect azimuthally around the primary vortex and to drift
radially inwards toward the primary vortex. This radial drift,
which eventually leads to an entrainment of the wake vortices into
the primary vortex core, is consistent with the direction of the
self-induced velocity of vortex loops of a single sign shed only
from the high-velocity side of the sphere, as indicated by the
results of Sakamoto and Haniu@29# for a sphere immersed in a
uniform shear flow. Similar inward radial drift of the secondary
vortex structures is observed in the computations of vortex-
cylinder interaction by Gossler@30#.

A schematic diagram showing the form of a single loop-like
secondary vortex structure as it wraps around the primary vortex,
as well as the definitions of various parameters used to character-
ize the secondary vorticity structure, is given in Fig. 6. The ex-
perimentally observed values of vortex loop radial drift rate varies
from between 4–7 times the measured maximum radial velocity
of the vortex without the sphere present~see Section 2!, so this
radial drift must be controlled by the flow induced by the wake
vortex loops. The inward drift of the wake vortex loops appears to
be led by the loop nose, which is the region with greatest curva-
ture of the vortex lines and hence the largest self-induced velocity.
As the nose of a vortex loop propagates radially inward, it en-
counters greater azimuthal velocity than do points along the loop
legs. This difference in azimuthal velocity with radial position
gives rise to stretching of the vortex loops, resulting over time in
elongation of the loops, increase in loop spacing, and decrease in
loop core cross-sectional area.

A heuristic model for the radial drift rate of the secondary vor-
tex loops can be formulated using the local-induction approxima-
tion ~LIA ! to write

dR

dt
>2

GSk

4p
@ ln~8/ksS!1B#, (4)

whereB is an O~1! quantity that in LIA is assumed to be small in
comparison to the logarithmic term in~4! ~Arms and Hama@31#!.

Fig. 4 Schematic representation of the interconnected vortex
loop structures in the wake of a sphere immersed in a uniform
flow „reproduced from Achenbach †22‡…

Fig. 5 LIF photograph in the horizontal plane B showing the
sphere wake entrainment into the primary vortex core for a
case with DÕs0Ä4.3 and SÕDÄ2
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The loop nose curvaturek is affected both by the axial self-
induced velocity due to curvature of the loop legs from wrapping
around the primary vortex and by the stretching of the loop during
the entrainment process. The first of these effects tends to de-
creasek while the second tends to increasek. The flow visualiza-
tion experiments suggest thatk remains approximately constant as
the loops wrap around the primary vortex. Variation of the loop
core radius during entrainment is not significant since this term
appears only in the integrand of the logarithm in~4!.

If we therefore assume that the right-hand side of~4! is ap-
proximately constant during entrainment of the vortex loop, the
radial positionR(t) of the wake loop should decrease linearly in
time. This simple model neglects both the velocity induced by
other vortex loops in the wake and the velocity induced by the
azimuthal vorticity field within the primary vortex. Nevertheless,
the assumption of linear variation ofR with time is in good agree-
ment with the experimental data for all cases examined for values
of R between the initial value and about 1–2 times the core radius
of the primary vortex. For example, typical entrainment data for
the wake vortex loops is shown in Fig. 7 for cases withS/D52
and three different values ofD/s0 . We note that the initial time
for data recording,t0 , differs for the different cases studied, so

only the slope of the data in this figure is significant. For values of
R/s0 less than about 1.5, significant deviation from the linear
variation is observed, which is believed to be due to a combina-
tion of the effect of strong curvature of the loop legs from wrap-
ping around the primary vortex and the effect of velocity induced
by azimuthal vorticity generated within the primary vortex.

The circulationGS of a secondary vortex loop for sufficiently
large values ofS/D is expected to be proportional to the product
of the mean velocity past the sphereUS5GC /@2p(210.5D)#
and the sphere diameterD. Dividing dR/dt by US(D/s0) yields a
dimensionless radial drift rate that is expected to vary only as a
function ofD/s0 . The dimensionless radial drift rate, plotted ver-
sus D/s0 in Fig. 8, is found to vary between 0.048 and 0.062
without any perceptible variation withD/s0 for the different ex-
perimental cases considered in the present study.

4 Effect of Sphere Wake on Vortex
As the secondary vortex loops wrap around the primary vortex,

they induce stretching of the primary vortex core in the region
in-between the loop legs and axial compression of the primary
vortex outside of this region. This axial stretching/compression
results in thinning of the primary vortex core in-between the two
loop legs and bulging of the core on either side of the loop legs.
For cases whereS/D is large, the wake loops are weak compared
to the primary vortex and they have only a small effect on the
primary vortex, accumulating over a long time to form a sheath of
weak turbulence surrounding the primary vortex core. The loops
in this case cause small perturbation waves on the outer surface of
the primary vortex core, but have no dramatic effect on the vortex.
A LIF photograph showing a cross-section in the vertical plane A
for a case with weak wake loops is given in Fig. 9~a! ~for S/D
53 andD/s054.3). The labels 1–3 in this figure identify three
pairs of cross-sections of a single wake vortex loop, where cross-
section pair 3 has made one full rotation and cross-section pair 2
has made one-half rotation more than cross-section pair 1 around
the primary vortex. Each cross-section pair contains two patches,
indicating cross-sections of the two loop legs with vorticity orien-
tated in opposite directions. As the loops begin to move into the
outer regions of the primary vortex core, the axial flow within the
primary vortex advects the loops downward. The pronounced de-
crease in core radius as the loop wraps around the primary vortex
is clearly evident in this figure. The separation distance between
the legs of the loops appears to remain on the order of the sphere
diameter. A close-up view of the interaction of a single loop with

Fig. 6 Schematic diagram showing the loop-like form of the
secondary vortex structures and the parameters sS , GS , k,
and R used to characterize the secondary vortex entrainment
into the primary vortex: „a… side view, „b… top view

Fig. 7 Experimental data for variation of radial position R„t… of
the nose of a wake loop from the primary vortex center and the
best-fit lines for cases with SÕDÄ2 and three different values of
DÕs0 : 4.2 „circles …, 5.6 „triangles …, 8.5 „squares …

Fig. 8 Plot of experimental data for the dimensionless entrain-
ment rate as a function of DÕs0 . Cases with SÕDÄ2 are de-
noted by a circle, and cases with SÕDÄ3 are denoted by a
triangle.
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the primary vortex is shown in Fig. 9~b! for the part of the flow in
Fig. 9~a! marked by a rectangle. The thinning of the primary
vortex in-between the two cross-sections of the loop legs and the
vortex bulging just outside of the loop legs is clearly observed in
this figure, although the amount of variation in vortex core area is
small because the loop strength is weak compared to the strength
of the primary vortex.

As S/D decreases, the wake loop strength correspondingly in-
creases. For example, a LIF photograph of a flow cross-section in
the vertical plane A is shown in Fig. 10 for a case withS/D52
andD/s054.3. Two cross-section pairs of a wake vortex loop are
observed, with one located on either side of the primary vortex.
The response of the primary vortex is qualitatively similar to that
shown for weak wake loops in Fig. 9, although the vortex thinning
and bulging is more pronounced due to the fact that the wake
loops are stronger. Also, fluid appears to be ejected from the pri-
mary vortex and to wrap around the loop legs in certain cases, as
observed for the upper right-hand loop cross-section in Fig. 10.
The distance separating the loop legs increases with time due to
the self-induced velocity caused by curvature of the legs around
the primary vortex.

A sample of instantaneous PIV data for a cross-section of a
secondary vortex loop leg, corresponding to the region marked by
a rectangle in Fig. 10, is given in Fig. 11~a! for the velocity
vectors and in Fig. 11~b! for the streamlines in ther2z plane. The
velocity cannot be resolved near the secondary vortex core center
due to the combined effects of out-of-plane motion and high ro-
tation rate. The strength of the vortex loop is obtained by drawing

a circuit surrounding the core of the vortex loop and numerically
integrating the tangential velocity component about this circuit.
The circulation ratioGS /GC is found to be 0.1060.02 for the case
shown in Figs. 10–11, for whichS/D52 andD/s054.3. For a
case with sphere diameter increased toD/s058.4, andS/D main-
tained at 2, the circulation ratio increases toGS /GC50.18
60.02. The reported uncertainty inGS is evaluated by repeating
the circulation measurement for different circuits surrounding the
loop core. In the case of weak sphere wake vortices~correspond-
ing to largeS/D), it is difficult to obtain PIV data for vertical
cross-sections of the wake vortex loops due to the strong out-of-
plane flow induced by the azimuthal velocity of the primary vor-
tex. PIV measurements of the vortex loop cross-sections were

Fig. 9 LIF photograph showing a cross-section of the wake
vortices in the vertical plane A for a case with DÕs0Ä4.3 and
SÕDÄ3. Figure 9 „a… shows an overview with three cross-
sections of a wake loop and Fig. 9 „b… shows a close-up of the
region marked by a rectangle in „a… showing the primary vortex
response to a single cross-section of the loop.

Fig. 10 LIF photograph showing interaction of the primary
vortex with a single strong vortex loop in the vertical plane A
for a case with DÕs0Ä4.3 and SÕDÄ2

Fig. 11 PIV data for the region marked by a rectangle in Fig.
10, showing „a… velocity vectors and „b… streamlines in the x-z
plane
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successful only for cases with fairly strong wake vortex loops, for
which the velocity induced by the loop is sufficiently large com-
pared to the azimuthal velocity induced by the primary vortex.

For cases with sufficiently strong vortex loops, the primary vor-
tex is observed to respond to the velocity field induced by the
wake vortices by formation of a traveling vortex breakdown that
propagates upward on the vortex. LIF photographs showing the
cross-section of the primary vortex during and immediately after
passage of the breakdown are shown in Fig. 12~a,b! for a case
with S/D51 and D/s054.3. In this figure, the flow is illumi-
nated in a vertical plane that is raised above the sphere, such that

the bottom of the photograph is located at a distance of 27 cm
above the sphere center. The vortex breakdown initially has the
form of a sudden spiral kink in the primary vortex, as shown in
Fig. 12~a!. Behind the spiral kink, double helical oscillations are
observed that degenerate into turbulence wrapped around a central
columnar vortex. A vertical cross-section in Fig. 12~b! shows or-
ganized turbulent structures wrapped around the primary vortex
just after passage of the vortex breakdown spiral. Data for vortex
breakdown propagation speeds are given in Table 1 for cases with
D/s054.3 and different values ofS/D. The breakdown speed is
obtained by measuring the distance traveled by the spiral kink
using a video camera over 3–4 video frames, and the uncertainty
in propagation speed measurement is estimated to be less than 2
percent. Cases with no vortex breakdown sometimes exhibit
small-amplitude bending or axisymmetric waves on the vortex
upstream of the sphere position, with amplitude on the order of
10–20 percent of the vortex core radius. These waves could be
clearly distinguished from cases with vortex breakdown, for
which there exist large-amplitude helical waves on the vortex core
with amplitude on the order of 1–3 times the core radius, and
subsequent degeneration of these waves into turbulence. Spiral
breakdown forms similar to that observed in the current experi-
ments have been reported by numerous other investigators for
delta wing vortices and swirling flow in tubes~see review articles
by Hall @32# and Leibovich@33#!. Traveling breakdowns similar to
that observed in the current experiments are examined in previous
theoretical and experimental work on vortex-blade interaction by
Marshall @34#, Krishnamoorthy and Marshall@35#, and Marshall
and Krishnamoorthy@36#.

When the sphere is brought very close to the primary vortex,
the primary vortex is found to become attracted to the sphere and
may even attach to the sphere surface. The primary vortex attach-
ment to the sphere typically occurs a few seconds after the sphere
is brought to rest and lasts for a period of 2–3 seconds. After this
time, the primary vortex detaches from the sphere and reforms
along its initial axis in front of the sphere, exhibiting large-
amplitude bending oscillations near the sphere leading edge. A

Fig. 12 LIF photographs showing an upward traveling vortex
breakdown, for a case with DÕs0Ä4.3 and SÕDÄ1. The flow is
illuminated in a vertical plane, where the bottom of the plane is
27 cm above the sphere center. In „a…, the leading part of the
breakdown is observed to have the form of a kink in the vortex,
which is followed in „b… by organized turbulent structures
wrapped around the inner part of the vortex core.

Fig. 13 LIF photograph showing the vortex after attachment
onto the sphere surface. The flow is illuminated in the vertical
plane A, for a case with DÕs0Ä4.3 and SÕDÄ0.5. A dashed line
indicates the axis of the undisturbed vortex.

Table 1 Data for propagation speed W of the upward propa-
gating vortex breakdown induced by the sphere wake vorticity
for experiments with DÕs0Ä4.3

S/D10.5 2ps0W/GC

0 0.41
0.5 0.30
1.0 0.29
1.5 0.25
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LIF photograph in the vertical plane A showing an example of
vortex attachment to the sphere is given in Fig. 13 for a case with
S/D50.5 andD/s054.3. The initial axis of the primary vortex is
indicated in this figure by a dashed line. The axial flow within the
primary vortex core passes around the sphere in order to reach the
lower half of the primary vortex core. In all cases examined for
which the primary vortex attaches to the sphere, a traveling break-
down propagates upward on the primary vortex and the vortex
core radius is significantly greater above than below the sphere.

The apparent primary vortex attraction to the sphere observed
in our experiments is similar to that predicted from inviscid theory
by Dhanak@10# and Pedrizzetti@12#. This inviscid attraction oc-
curs because the vortex is deflected to one side by the induced
velocity from the vortex image in the presence of the sphere. The
side deflection leads to curvature of the vortex filament, which
generates a self-induced velocity that drives the vortex into the
sphere. While this mechanism may underlie the observed vortex
attraction to the sphere, we suspect the actual vortex response to
be quite a bit more complex. In particular, when the sphere is
placed close to the primary vortex, its wake is quite strong. The
wake vortices are observed to impact back onto the front end of
the sphere after one rotation around the primary vortex, forming a
donut-shape annulus of wake vorticity. The role that the sphere
wake plays in modifying the primary vortex attraction to the
sphere is complex and not yet understood.

The conditions for onset of breakdown of the primary vortex
and of attachment of the vortex to the sphere are indicated in Fig.
14 in the space of the two parametersS/D and D/s0 . The pri-
mary vortex response to the sphere is categorized in this map in
terms of three regimes. In regime 1, the sphere is sufficiently
distant from the vortex that neither vortex breakdown nor attach-
ment to the sphere occur. In regime 2 only vortex breakdown
occurs, and in regime 3 both breakdown and intermittent vortex
attachment to the sphere occur. The critical value ofS/D for onset
of vortex breakdown is found to decrease rapidly with increase in
D/s0 for D/s0,6, but to asymptote to (S/D)12>0.860.1 for

D/s0.6. The critical value ofS/D for onset of vortex attachment
to the sphere is nearly independent ofD/s0 , with (S/D)23>0.6
60.1.

5 Conclusions
An experimental study has been performed of the interaction

between an initially columnar primary vortex with the wake of a
sphere decelerated to a fixed position within the flow field. The
results are categorized using two dimensionless parameters
formed from the vortex-sphere separation distanceS, the sphere
diameterD, and the vortex core radiuss0 . The sphere wake ap-
pears to have the form of a series of hairpin vortices that are
entrained into the primary vortex core while rotating around the
vortex. The wake entrainment rate is controlled by the self-
induced velocity of the secondary wake vortex structures. The
strength of the secondary vortices increases as the ratioS/D de-
creases~for S/D larger than about unity!. Weak secondary vorti-
ces cause only small-amplitude waves on the primary vortex core,
until after long time a turbulent sheath of vorticity originating
from the sphere wake surrounds the primary vortex. For stronger
secondary vortices, the primary vortex core exhibits substantial
thinning in the region in-between the secondary vortex loop legs
loops and bulging outside of this region. Sufficiently strong sec-
ondary vortices are observed to induce an upward propagating
vortex breakdown on the primary vortex. The breakdown has the
form of a spiral kink, followed by a double-helical oscillation that
eventually breaks down into turbulence. For cases where the
sphere is placed quite close to the primary vortex, the vortex
becomes attracted to the sphere, resulting in an intermittent attach-
ment of the primary vortex onto the sphere surface. Both onset of
vortex breakdown and of vortex attachment to the sphere are
mapped in the space of the two parametersS/D andD/s0 .

Typical applications of vortex interaction with wake-generating
bodies occur in situations where the body is moving relative to the
vortex. For instance, in a turbulent two-phase flow, the particles
may have significant motion relative to an eddy if the Stokes
number, based on the eddy length and velocity scales, is of order
unity or greater. It would therefore be of interest in future work to
examine the extent to which the results reported in the current
paper can be extended to cases where the sphere is translated
steadily past the vortex. Also, while most of the phenomena re-
ported in the paper are believed to be essentially inviscid~once
the vorticity is shed into the sphere wake!, it would be of interest
to examine modification of the observations reported here for
sphere Reynolds numbers in-between the range 1000–4000 con-
sidered in the current study and the range 20–100 considered in
the computations of Kim et al.@15#. Sphere Reynolds numbers in
the range 100–1000 are of particular importance for many two-
phase flow problems.

Despite the need for further work, the present results should be
of use for assessing the effect of particle wakes on turbulent co-
herent structures in two-phase flow problems. For instance, if the
maximum and mean values of the separation distance between a
particle center and an energy-containing eddy are assumed to be
approximately one-half and one-quarter, respectively, of the tur-
bulence integral length scalel, then the parameterS/D employed
in the current experiments can be approximated asS/D
>0.25(l /D)20.5. The experimental data compilation of Gore and
Crowe @3# indicates that particle wakes will enhance the fluid
turbulence ifD/ l .0.1, which using the above relationship implies
S/D,2. This range ofS/D is observed in the present experiments
to coincide with conditions where the sphere wake vortices have a
significant influence on, and may possibly lead to breakdown of,
the primary vortex. The present study therefore indicates that un-
der conditions where the particle wakes enhance fluid turbulence,
the wake vortices will have a significant effect on the coherent
structures of the turbulent flow. This observation may have bear-
ing, for instance, on the experimental findings of Rashidi et al.
@37# for two-phase turbulent wall layers, who report that large

Fig. 14 Regime plot summarizing the occurrence of break-
down of the primary vortex „circles … due to interaction with the
sphere wake and intermittent vortex attachment to the sphere
„triangles …. Best-fit solid and dashed curves are drawn to indi-
cate three different flow regimes: „1… no vortex breakdown or
attachment to sphere, „2… vortex breakdown but no attachment
to sphere, „3… both vortex breakdown and attachment to
sphere. Experimental uncertainty is indicated by error bars at-
tached to the data points.
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particles act to increase the frequency of fluid ejections from the
wall layer, thereby increasing the production of turbulent kinetic
energy. Increased ejection frequency is consistent with the notion
that the particle wake vortices act to decrease the length and time
scales of the turbulent coherent structures, either by directly in-
ducing breakup of the turbulent structures or by inducing large
perturbations of these structures, which enhance the existing in-
stabilities of the large-scale turbulence.
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Nomenclature

A 5 vortex axial flow parameter@A[2ps0w0 /GC#
B 5 O~1! parameter in the local induction approximation
D 5 sphere diameter
G 5 shear gradient
H 5 inner cylindrical tank diameter
K 5 shear parameter@K[GD/US#
l 5 turbulence integral length scale
r 5 distance from center of primary vortex@r[(x2

1y2)1/2#
R 5 distance between secondary vortex nose and primary

vortex axis
ReS 5 sphere Reynolds number@ReS[USD/n#
ReV 5 vortex Reynolds number@ReV[GC /n#

S 5 vortex-sphere separation distance
t 5 time

US 5 velocity induced by primary vortex at sphere center
@US[GC/2p(S10.5D)#

w0 5 average primary vortex axial velocity
wmax 5 maximum primary vortex axial velocity

W 5 vortex breakdown propagation speed
GC 5 primary vortex strength
GS 5 secondary vortex strength
k 5 secondary vortex loop nose curvature
n 5 kinematic viscosity

s0 5 primary vortex core radius, based on azimuthal
velocity

s1 5 primary vortex core radius, based on axial velocity
sS 5 secondary vortex core radius
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Pulsating Flow in a 90 Degree
Bifurcation
The pulsating flow field in a 90 deg bifurcation was examined by performing LDV mea-
surements in a model with square cross-sections and equal branch flow rates. The three-
dimensional separation zones of both branches were studied revealing details of their
temporal evolution. During acceleration the flow was attached, but close to the peak flow
condition, separation initiated at both branches. The basic feature of the reverse flow
zones at a given time instant was that these shrank streamwise in a direction perpendicu-
lar to the bifurcation plane and grew at the symmetry plane. Flow instabilities were
strong in the horizontal branch during acceleration, in contrast to the vertical branch in
which these appeared during deceleration. Comparison of this flow field for a particular
time instant with the flow field under steady inlet conditions and similar Re, revealed that
for the steady case the flow separated in the horizontal branch upstream of the unsteady
case.@S0098-2202~00!03002-9#

Introduction
The unsteady flow in a curved duct or a duct branch constitutes

an interesting fluid mechanics problem, due to the formation of
time dependent separation zones associated with vortex shedding,
time varying shear stresses, as well as strong secondary motions.
From a practical point of view, the study of such flows assists in
gaining more understanding about the origin of vascular diseases
like atherosclerosis which happens to occur at branches and
curves of the human circulatory system.

Previous work has been done mainly in vitro at duct branches
of various angles between parent and daughter tubes and various
flow waveforms. The shape of the branches has been normally
based on models of blood vessels like the aorta, carotid etc. with
circular or rectangular cross sections, whereas the inlet flow wave-
forms are pulsating~e.g., sinusoidal with a nonzero mean! or
physiologic ones.

Fernandez et al.@1# studied numerically the steady and un-
steady flow in a symmetric bifurcation of rectangular cross section
giving emphasis upon the separated region. Siouffi et al.@2# using
a pulsed Doppler ultrasonic velocimeter in a symmetric bifurca-
tion of rectangular cross-sections realized that during acceleration
the maximum of the velocity in a branch was shifted toward the
center of the cross section in contrast to the highly skewed profiles
of the steady case. They also found that the downstream influence
of the branch was damped out by the unsteadiness, compared to
steady case results. Rindt et al.@3# validated a computer code with
LDA data obtained in a two-dimensional bifurcation of the human
carotid artery. Using flow visualization and three-dimensional
LDA measurements Naiki et al.@4# found in an aortic bifurcation
model that during acceleration the flow was stabilized, in contrast
to the highly disturbed flow during deceleration. Sung and Yoga-
natham@5# employing a human pulmonary model found that the
velocity profiles under physiologic waveforms were quite uniform
during acceleration tending to become skewed at peak systole and
in the deceleration phase, during which the secondary flow was
significant. Ku and Giddens@6# in a carotid bifurcation model
found that flow separation was retarded at the bifurcation apex
when acceleration took place, in contrast to steady flow which
separated under the same Re. Using flow visualization in an ab-
dominal aorta model, with its main branches under rest and exer-
cise conditions, the flow patterns were identified during all phases
of a physiologic waveform, being quite complex during the decel-

eration phase~Petersen et al.@7#!. Moore et al.@8# in a similar
model, employing magnetic resonance imaging as velocimeter,
found that during exercise conditions flow reversal was reduced,
but the velocity profiles were more skewed due to the higher Dean
number.

Wall shear stress measurements were carried out by Yawaguchi
and Kohtoh@9# in a 45 deg curved bifurcation under steady and
pulsatile conditions by using an electrochemical method. In the
branch wall of the smaller radius of curvature the shear stresses
under steady conditions were found to take smaller values than at
the opposite wall~of higher radius! varying in the streamwise
direction like a damped sine wave. The same tendency was also
observed in the instantaneous shear stresses for the time varying
case, but with higher excursions at maximum flow rate. A numeri-
cal study by Kawaguti and Hamano@10# focusing on the shear
stress distribution in a 90 deg 2-D bend under pulsating conditions
and low Re predicted an amplitude shear stress peak at the main
duct a little upstream of the bifurcation apex. Perktold and Rap-
pitsch @11# in a numerical study predicted the flow in a carotid
bifurcation with rigid and distensible walls, which showed the
separated regions on several cross sections, and more recently
Perktold et al.@12# compared the numerical results with LDA
measurements in a realistic coronary branch.

The objective of this work was to study experimentally the flow
field in a 90 deg bifurcation under pulsating conditions. Although
the most appropriate model for bioengineering applications would
include circular ducts, it was decided to use square ducts instead.
The simplicity of their shape would ease any comparisons with
numerical predictions, allowing also comparisons with the flow
field under steady conditions recorded in the same model. More-
over, the majority of the relevant published works include only
two profiles in each cross sectional area passing through the center
of the ducts. In the present work, the plane walls of the model
allowed LDA measurements to be made in the whole cross-
section, a necessary condition for the detailed description of this
three-dimensional flow field.

Experimental Procedure
This work constitutes an extension of a previous study, in

which the flow field of a 90 deg bifurcation of square cross-
sections (40340 mm2) ~see Fig. 1! was examined under steady
inlet conditions~Mathioulakis et al.@19#!. In order to minimize
any flow disturbances entering the model, it was connected up-
stream to a straight square duct 2 m long, and the latter to the exit
of a convergent nozzle of 25:1 contraction ratio attached to a
settling chamber. In the present work, flow~water! entering the
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model was time dependent, being increased and decreased via a
rotating spherical valve which disturbed the flow established by
gravity. The valve was located downstream of the model, and
opened and closed in a periodic way by a PC controlled stepper
motor ~400 steps per revolution! and a 60:1 gear ratio speed-
reducer. The high gear ratio was necessary for the smooth rotation
of the valve about its closed position, for a total angle of 10
degrees. It should be noted that the flow was not significantly
affected by the motion of the valve when it was open more than
10 degrees, due to low induced hydraulic losses. In order to make
the flow vary harmonically as possible, the motion of the valve
was adjusted, following a trial-and error-procedure, by changing
the width and the number of pulses sent to the stepper motor
controller. Figure 2 includes a typical velocity time record at the
model inlet.

The axial velocity component was measured by a one compo-
nent Laser Doppler Velocimeter, with a measuring volume esti-
mated to be 1003600mm with the longer dimension along the
bisector of the laser beams~for more details see Mathioulakis
et al.@19#!. Measurements were taken at a grid of 81 points~4 mm
apart!, at each measuring station, which corresponded to a cross
section of the duct. All measuring points are referred to a Carte-
sian coordinate system~x, y, z! as shown in Fig. 1, whose origin is
located at the beginning of the bifurcation, with directionz being
normal to the bifurcation plane.

Before initiating the measurements in the bifurcation model, the
pulsating flow field in a straight square duct of the same cross-
section was studied. The periodT, varied from 279.6 s to 11.15 s

so that the Womersley parametera(a5RAv/n) whereR is the
hydraulic radius, took values from 2.9 to 14.4. It was found from
this study that fora52.9 the velocity profiles did not differ dur-
ing acceleration and deceleration, so that the flow behaved essen-
tially like a quasi-steady one. Increasinga, caused the unsteadi-
ness to become more pronounced. However, for higha ~above
10!, the flow tended to become uniform, with high values of the
velocity gradient only close to the walls~see also McDonald@14#
and Hughes and How@15#!. Therefore, it was decided for the
present study to usea58.76 orT532.7 s which is a physiologi-
cal value~Pedersen et al.@7# and Bharadvaj et al.@16#!. The flow
was not quasi-steady and the LDV could record the spatial veloc-
ity gradients in the selected measuring grid. The velocity signal
digitized with a sampling rate of 10 Hz was conditionally aver-
aged over 5 periods~Jin and Clark@17# suggest two periods to
satisfy ergodicity for Re peak value of 1200! with time instantt
50 corresponding to a value close to the minimum flow rate. This
rather small number of periods was a trade off between a reduc-
tion of the integration time and the smoothness of the obtained
velocity profiles. Downstream of the bifurcation where flow insta-
bilities were significant, time records were smoothed out before
phase averaged contours were obtained. Maximum precision error
for a 95 percent confidence level was of the order of64 mm/s, or
7.5 percent of maximum velocity.

Based on volume flow meters, inlet mean flow rate was 1210
ml/min 62 percent while the mean flow rates of the two branches
were equal within an uncertainty of63 percent. Performing a
spatial integration of the velocity distribution at the model en-
trance, the flow peak was found to be equal to 2500 ml/min,
namely, Re varied between 0 to 1150 with a mean value of 560.
Based on ensemble averaged profiles at the entrance of the model
the flow rate for 8 time instants within a periodT was calculated
as follows:

Velocity measurements were carried out at three regions in the
model, namely at its entrance, its extension, referred to as the
horizontal branch, and its vertical branch. Since preliminary mea-
surements had shown that the upstream influence of the bifurca-
tion was not significant, more attention was focused upon both
branches of the bifurcation where the flow separated from the
bottom of the horizontal branch (y50) and the sharp bifurcation
edge of the vertical branch~x50, y540 mm!. Therefore, in the
horizontal branch six stations were examined fromx50 to x

550 mm, being 10 mm apart while in the vertical one four sta-
tions, namely aty544 mm, 56 mm, 67 mm and 80 mm were
examined.

Results and Discussion

„a… Model Entrance and Horizontal Branch. The un-
steady character of the flow at the model entrance and its exten-
sion is depicted in Fig. 3 for three time instants, namely during

Fig. 1 Bifurcation model „dimensions in mm … coordinate
system

Fig. 2 Typical velocity time-record at model’s inlet
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acceleration (t53T/8), flow peak (t54T/8) and deceleration (t
56T/8). The phase-averaged axial velocity contours of Fig. 3~a!
(x52160,20,40 mm) show that there are no flow separation
zones during acceleration, in contrast to flow peak~Fig. 3~b!, x
50,20,40 mm! at which these appear atx>20 mm, growing fur-

ther during deceleration. It is important to notice that although the
flow rate between time instants 3T/8 and 4T/8 increases only by
4.6 percent, there is a significant change of the flow field. There-
fore in this unsteady flow it is the time dependent pressure gradi-
ent which controls the flow rather than the Reynolds number.

Fig. 3 Horizontal branch axial velocity contours „cm Õs…, „a… Flow acceleration, „b… flow peak, „c… Flow deceleration
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Apparently, the imposed favorable pressure gradient for the accel-
eration of the fluid shadows the adverse pressure gradient due to
the bifurcation itself, washing out any negative flow regions of the
deceleration phase. This phenomenon of reattachment has been
identified by others like Rindt et al.@3,18#, Ku et al.@6#, Perktold
et al. @11#. At flow peak the flow in the entrance region is at-
tached, while atx520 mm it separates from both corners of the
bottom wall and further downstream there are negative velocities
across the whole width of the bottom wall.

During the deceleration phase ~Fig. 3~c!, x5
2160,20,40,50 mm! not only do these separated regions grow, but
there is also negative flow in the entrance region of the model and
especially at the four corners of the duct. The most significant
feature of the flow field forx>0 is that at a given time instant the
separated region close to the vertical walls (z50, z540 mm) is
progressively reduced streamwise, in contrast to the middle sec-
tion z520 mm where this increases. More specifically, at station
x510 mm tox550 mm this reverse flow region increased linearly
from y58 m to y524 mm, with higher negative velocities at the
midspan plane (z520 mm). Due to these higher negative veloci-
ties, the flow accelerated in the remaining part of the cross sec-
tional area, reducing the back flow in these regions. A similar
behavior was recorded under steady inlet conditions for Re
51200 ~Mathioulakis et al.@19#! in the same model, in which
downstream ofx5114 mm the flow became positive over the
whole cross section. It is clear that in this kind of flow field,
separation and reattachment is a complex process. The three-
dimensional character of steady laminar flow in rectangular bifur-
cations has been studied numerically by Neary et al.@20# where
interesting topological features were revealed.

The time-records in the present study were perturbed in the
region x>0 ~see Fig. 4! with a mean frequency of 0.4 Hz and
especially during the acceleration phase. This is attributed to co-
herent vortices being generated at the separated region and shed

during this phase, the existence of which was verified through
flow visualization. However, it should be pointed out that the peak
to peak velocity amplitude in this region was of the same order
like that at the model entrance. Based on previous works treating
two-dimensional unsteady external flows~Mezaris and Telionis
@21#, Mathioulakis and Telionis@22,13#! where the amplitude was
magnified in the separated shear layers several times with respect
to the freestream amplitude, it was expected to have a similar
phenomenon in this configuration. However, the confinement of
the flow between the four walls of the ducts and its strong three-
dimensional character may give an explanation for the suppres-
sion of the velocity amplitude in this case.

The influence of the unsteadiness was examined through the
phase-averaged profiles at the midspan plane (z520 mm) in order
to make comparisons with the steady case~Mathioulakis et al.
@19#!. Axial velocity profiles were drawn forz520 mm and three
time instants about the middle of the period~see Fig. 5,x
510,20,30,40 mm! which corresponded to about the same Re of
steady case. We notice from this figure that the flow downstream
of the bifurcation is attached until the flow peak is reached and
then this separates from a point betweenx520 and 30 mm~on
planez520 mm!, its region growing in an upstream direction as
well as from the bottom to the ceiling of the duct. It should be
mentioned that in the steady case the flow separated atx
510 mm, namely about 1/2 diameter upstream. Therefore, there
is a solid indication that unsteadiness moves the separated regions
downstream. The same observation has been made also in pulsat-
ing external flows of small amplitude~Mathioulakis and Telionis
@13#!. An estimate of the wall shear stress variation in time and
space can be obtained from the closest to the wall~4 mm! velocity
distribution. Although this distance is not so small~about 10 per-
cent of the duct width! we believe that since the flow was laminar,
shear stresses varied in proportion to these velocity changes. Fig-

Fig. 4 Horizontal branch. Perturbed velocity time record.

Fig. 5 Horizontal branch. Instantaneous velocity profiles at tÄ3,4,5TÕ8 and zÄ20 mm.

Fig. 6 Entrance region. Near wall velocity time-records „xÄ
À10 mm ….
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ure 6 includes three time records of the near wall velocity aty
54, 20 and 32 mm, a little upstream of the bifurcation (x5
210 mm). The conclusions drawn from this figure are:~a! there
is an increase of the shear stresses from the bottom to the ceiling
of the duct,~b! their spatial differences become minimum at flow

peak, and~c! their amplitude does not differ significantly in space.
The same tendencies were also found downstream of the bifurca-
tion, atx510 mm.

„b… Vertical Branch. Phase-averaged axial velocity con-

Fig. 7 Vertical branch axial velocity contours „cm Õs…. „a… Flow acceleration, „b… flow peak, „c… flow deceleration.
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tours are shown for this branch in Fig. 7 during acceleration (t
52T/8), flow peak (t54T/8) and deceleration (t56T/8). It is
interesting to notice that despite the 90 degree bending of the
streamlines the flow during acceleration~Fig. 7~a!, y
544,56,67 mm! is essentially attached, excluding a very thin re-
gion across the sharp bifurcation leading edge (x50) where at
stationsy544 mm andy556 mm the flow is stagnant. At flow
peak~Fig. 7~b!, y544,56,67,80 mm! and deceleration~Fig. 7~c!,
y544,56,67 mm! reverse flow is present, as in horizontal branch.
Namely, flow separates from the bifurcation sharp leading edge
(x50, y540 mm), diverting the flow toward the remaining three
walls of the tube where it exhibits higher velocities. As expected,
the maximum of the velocities is located close to the bifurcation
trailing edge (x540 mm) due to centrifugal forces, in contrast to
the horizontal branch which is closer to the duct center. A similar
feature of the separated flow evolution in space like in horizontal
branch happens here: namely, the reversed flow shrinks stream-
wise in a direction normal to the bifurcation plane, so that the flow
becomes positive at the two corners ofx50 earlier than at the
center of the cross-section. The only difference between the hori-
zontal and vertical branch is that for the latter this process is
stronger, which is most probably due to secondary velocities
which provide momentum to the retarded fluid of the separated
regions. Therefore the skewness of the profiles is diminished
faster normal to the bifurcation plane~z! than along the radial
direction ~x!, in the streamwise direction. Similar behavior was
observed in the steady case, but there the skewness of the profiles
was stronger.

The temporal variation of the velocity in the vertical branch
was smooth only in a thin region close to the three walls where
the flow was attached. In the remaining area the instabilities of the
detached flow were predominant, especially during the decelera-
tion phase. A characteristic velocity time record is shown in Fig.
8. The disturbed flow during deceleration has been also verified
by others~Naiki et al. @4# Sung and Yoganatham@5#, Pedersen
et al. @7#!. However, it should be reminded that in the present
work quite the opposite was happening in the horizontal branch.
This difference might be attributed to the secondary flow which is
strong in this branch. According to the experimental evidence of
Rieu et al.@23# in a symmetric bifurcation with rectangular cross-
sections under pulsatile conditions, the secondary motion was en-
hanced during the deceleration phase, which might disturb the
flow in our case as well.

According to the velocity profiles the shear stresses are ex-
pected to take high values at the three sides of the cross-section
where the flow is attached, with the highest at the wall opposite of
the bifurcation leading edge, being maximum at the peak of the
flow. Similar conclusions are drawn from a recent numerical work
by Shipkowitz et al.@24# which emphasized the wall shear stress
distribution in four branches of a human aorta~iliac and renal

branches!. They predicted high stresses at the inner walls of the
branches and lower at the outer ones.

Conclusions
LDA measurements were performed in a 90 deg bifurcation

square section model under pulsating inlet conditions with Re
varying in the interval 0 to 1150, Womersley parameter 8.76 and
equal branch flow rates. The main objective of this work was to
present a detailed picture of this unsteady three-dimensional flow
field, providing data for the whole cross-sectional area of the
ducts, information which is missing in the majority of the pub-
lished relevant works. Axial phase-averaged contours depicted the
flow field at characteristic time instants within a period, namely
during acceleration, flow peak, and deceleration. During accelera-
tion the flow was attached in the parent tube and its extension
although for similar Re but under steady conditions this was sepa-
rated. At flow peak reversed flow zones appeared downstream of
x50, first at both corners of the bottom wall (x520 mm) and
further downstream negative flow covered the whole width of the
bottom wall. In the deceleration phase back flow appeared up-
stream of the bifurcation at the four corners of the duct while
downstream of this, a large portion of the lower part of the cross-
section was covered by negative flow. The characteristic feature
of the flow for this phase andx.0 is that the reversed flow region
shrinks along the parallel to the bifurcation plane walls (z50,
z540 mm) for increasingx stations, while at the same time it
expands at mid-plane (z520 mm). A similar process was re-
corded for the steady case. Due to instabilities of the detached
shear layers the velocity time records in the horizontal branch
were disturbed including frequencies higher than the fundamental,
especially during the acceleration phase, but the velocity ampli-
tude was of the same order like the inlet one.

In the vertical branch where the flow turned an angle of 90 deg
the flow field resembled the steady one, being less skewed. The
flow, separated from the bifurcation leading edge, forced the fluid
toward the remaining three walls of the cross-section. During the
acceleration phase the flow was attached but at flow peak and later
on it separated, forming a region of negative velocities whose
width increased in both directions, in a plane normal to the axial
flow of this branch until the end of the period. However, again
like in horizontal branch, the separated region shrank streamwise
in a direction normal to the bifurcation plane. Excluding a thin
region close to the walls where the flow was varying in time
smoothly, in the rest of the cross-section flow instabilities were
significant. In contrast to the horizontal branch, here the instabili-
ties appeared during the deceleration phase, probably due to en-
hancement of secondary motions during this phase. Finally, ac-
cording to the near wall velocity values the shear stresses
increased from the bottom to the ceiling for the horizontal branch
and from the bifurcation leading edge to the opposite wall for the
vertical branch.

Although the results of this work cannot be applied directly to
haemodynamic applications mainly due to the noncircular shape
of the ducts, it is noteworthy to observe that global flow charac-
teristics had the same trends as in physiologic flows e.g., reverse
flow zones and wall shear stresses temporal variation. Moreover,
we believe that the simple geometry of the model provided an
easier understanding of this unsteady flow field.
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Fig. 8 Vertical branch. Perturbed velocity time record.
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Mechanics of the Flow in the
Small and Middle Human Airways
Steady divergent flow (inspiration directed) is measured using Laser Doppler Velocimetry
in a large-scale model carefully mimicing the morphometry of small human airways. The
anatomical features, which induced vorticity in the flow from vorticity free entrance flow,
are evaluated under conditions of convective similitude. The flow pattern in the daughter
tubes is typical of laminar flow within the entrance to sharp bends (Dean number.500)
with rapid development of strong secondary flows (maximum secondary velocity is 45
percent of mean axial velocity). The secondary flow consists of two main vortices, with
two smaller and weaker secondary vortex activities toward the inner wall of curvature.
There appears to be time dependent interaction with these vortices causing warbling at
specific flow conditions. The calculated vorticity transport along the flow axis showed
interaction between the viscous force at the new boundary layer development along the
carinal wall and centrifugal force of curvature, with a significant influence by the up-
stream flow prior to entering the actual flow division. This interplay results in an over-
shoot of the calculated vorticity transport comparable to flow entering curved bends and
suppression for the tendency to separate at the inner wall of these tight bends. The
maximum primary flow velocities are skewed toward the carinal side (outer wall of
curvature) and development of a second peak occurred with convection of the high ve-
locity elements toward the inner wall of curvature by the strong secondary flow.
@S0098-2202~00!01903-9#

Introduction
Early studies that dealt with the transport of air in the human

lung were focused on overall resistance to the breathing@1#, and
the mechanics of regional ventilation@2#. However little attention
had been focused on the flow characteristics in individual bronchi.
West and Hugh-Jones@3# were the first to focus on the flow char-
acteristics by visualizing the flow of water in casts of trachea and
main bronchi. They showed that disturbed flow was evident at all
physiological flow rates even with local Reynolds number of 200.
Schroter and Sudlow@4# studied the flow profiles in two succes-
sive generations of large-scale symmetrical models of junction of
the human bronchial tree. They observed that small variations in
the sharpness of the flow divider and radius of curvature of the
walls creating the daughter branched tubes markedly influenced
the flow. The basic flow pattern they observed had been recon-
firmed in several subsequent observations~@5–8# and @9#!. Flow
visualization denoted prominent but complex secondary flows,
which were poorly predicted by hot wire techniques for air speeds
of these magnitudes. They showed that a pair of vortices was
established in the daughter tube during inspiration while a set of
four vortices was established in the parent tube during the
expiration.

To overcome the unreliability of the hot wire at very low speed
which is the case for the flow inside the human airways, Olson@7#
designed a pulsed-probe anemometer to measure steady three-
dimensional velocity fields typical of pulmonary trachea-bronchial
airflows. Apparently, Olson was the first to measure the secondary
current in the bifurcating tubes with both flat and parabolic inlet
velocity profiles. The downstream development of the secondary
velocities showed rapid and complex development of the pair of
vortices observed qualitatively by Schroter and Sudlow@4#.

Chang and El-Masry@9# studied the primary flow in a four
generation asymmetric model of the human trachea and central
bronchi using hot wire anemometer. They measured velocity dis-
tributions at two different flow rates characteristic of quiet and

mild exercise respiration for both inspiratory and expiratory flows.
The axial velocity profiles contrasted to other observations
showed a high degree of asymmetry with peak velocities near the
carinal side for both flat profile and jet like profile at the entrance
to the bifurcation.

One should bear in mind that using hot wire anemometer to
measure the secondary velocities is inaccurate since the secondary
component in most part represents a small portion of the axial
component, especially where the axial component gets small~i.e.,
near the wall!. Indeed Isabey and Chang@10# faced that problem.

Yao Zhao and Baruch Lieber@11,12# used a two-velocity com-
ponent Laser Doppler Anemometer and water as a working me-
dium to measure the velocity field in a 70 deg symmetrical bifur-
cation with lesser curvature than previous studies. The water
medium did not allow simultaneous matching of Reynolds and
dean numbers to the presumed physiological conditions.

It should be noted here that Olson@7# used realistic airway
geometry based on a real size lung cast. On the other hand, re-
searchers such as Chang and El-Masry@9#, and Yao and Lieber
@11# claimed that using a realistic geometry complicates perform-
ing detailed measurements. Therefore, they used an idealized bi-
furcation. The first used a kind of idealized model to achieve both
correct airway geometry and ease of measurements, but no geo-
metrical details have been reported. The latter used an idealized
symmetric model based on mathematical expressions to simplify
the complicity of the flow geometry, especially for computational
use. Yao and Lieber assumed that the cross sectional area is con-
served throughout the bifurcation, which violates the realistic bi-
furcation as reported by Horsfield et al.@13#.

The present work is carried out within the context of a project
in which the flow patterns in symmetric and asymmetric bifurca-
tions with different geometrical parameters, based on realistic air-
way geometry@13,14#, are investigated using laser-Doppler ve-
locimetry. As a first step in the investigation, the steady flow
development in the average anatomical model of the small airway
bronchi and bronchioles, a 70 deg symmetrical bifurcation model
with 1/7 curvature ratio, is investigated. Both axial and secondary
velocity profiles, measured at several axial locations in the bifur-
cation model, will be presented in this paper. This study is the
‘‘baseline’’ observation for an airway structure to function analy-
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sis. The observed flow patterns have high influence on convective
mixing, particle deposition, volume flow distribution, gaseous
scrubbing, and convective-diffusive axial dispersion mechanism;
all critical features for respiration.

Experimental Procedure
The model used in the experiments is sketched in Fig. 1~a!. It

consists of two halves of Perspex produced by milling. The model
has 2-in. diameter parent tube, 1.5-in. diameter daughter tube, and
10.5 radius of curvature, yielding a curvature ratio of 1/7. The
transition zone, the area between the parent and daughter tube, is
subdivided into an ‘‘elliptical region’’ and a ‘‘carinal region.’’
The elliptical region is defined as beginning with the onset of the
transition zone~i.e., beginning branch expansion! and ending at a
point where the lateral arc of this elliptical cross section~major
axis! approximates the smaller daughter tube’s circularity. At this
point the curvature of the parent tube’s lateral walls has blended
into the curvature of the daughter tube’s lateral wall as shown in
Fig. 1~a!. Beyond this elliptical expansion, a prism-shaped carinal
region is defined. This carinal region consists of a complex three-
dimensional shape that exhibits progressive carinal indentation
and ends at the circular onset of the daughter branch. The later
point occurs at the midpoint of the carinal spur. In the elliptical
region of the transition zone, the cross section changes shape from
circular to elliptical keeping the cross section area constant while

in the carinal region the area increases by 13 percent. The geom-
etry of the model tested represents the mean anatomical details of
branch points in the 4 to 16 branching. It corresponds to medium
to small bronchi and bronchioles to terminal bronchial conducting
airways at the entrance to the zone of the lung where oxygen is
passively diffused into the blood.

The model is placed in a flow system shown in Fig. 2. Seeding
the air with salt using a six-jet atomizer~Model 9306, TSI inc.!
yielded the best LDV signal. The seeded air passed through a
stagnation tank and conditioned through sets of perforated discs,
fine screens, and straightener before entering the model. After
passing through the model, the air discharged to the atmosphere
through a 10-diameter long circular tubes at the exit of the two
daughter branches to minimize feed forward disturbances from the
atmosphere. A Hastings Model HFM mass flowmeter upstream of
the atomizer is used to monitor the flow. The output of the flow-
meter is displayed and monitored on a computer during each ex-
periment. A control band of61 percent of the desired flow rate
was set for each experiment. Data acquisition would pause when-
ever the flow rate drifted outside the band, and would resume
when the regulator brings the flow back within the band.

Velocity measurements are carried out at eleven axial locations
in the bifurcation: l /d521.61, 20.88, 20.34, 0.0, 0.21, 0.47,
0.73, 1.23, 1.73, and 2~where l is the axial length andd is the
daughter tube diameter!. Position 0 is at the flow divider, and the
transition from the circular inlet to the daughter tube entrance
starts froml /d521.61 as shown in Fig. 1~b!. The locations are
chosen according to the expected rate of velocity alterations. The
velocity components are measured in rectangular grids at each
axial location along arrays parallel and perpendicular to the plane
of symmetry@15#. The laser is placed on a three-dimensional tra-
versing mechanism driven by three stepper motors, allowing a
traversing resolution of 0.025 mm in all directions. At each point
the laser beams are placed at two different planes in the model—
the plane of bifurcation and the normal plane—by combinations
of turning the optics train 90 deg and the model was turned 90 deg
around its axis. This yields four velocity components at each
crossing point between the horizontal and vertical arrays: two
cross velocity components,u andv in x andy directions, respec-
tively, and two measurements for the same axial component,w in
z direction from two different planes~see Fig. 1~b!!. The two
measurements of the same axial component allowed an estimation
of the uncertainty based on repeatability. The uncertainty, which
is defined based on the difference between the two measurements
at each crossing point, was estimated to be61.85 percent of the
mean entrance velocity. This uncertainty might come from the
inaccuracy of placing the model relative to the LDA measurement
volume and variations in the mean flow rate. Based on 60 data
points, the correlation coefficients between the uncertainty and the
velocity gradient, mean velocity, rms, and the position inside the
model were 0.448,20.216, 0.353, and 0.13439, respectively. This
shows that the uncertainty is most correlated to the velocity gra-

Fig. 1 „a… Symmetrical model configuration; „b… „i… measure-
ment stations and „ii … velocity components

Fig. 2 Flow system
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dient. The difference between the measured and calculated total
flow rates was 4.85 percent. This represents the overall accuracy
of the measurements, including the uncertainty of calculating the
volume flow rate in 3-D flow with high swirling motion based on
finite measurement grids. Looking at the overall accuracy of the
measurements, 4.85 percent, and the repeatability of the measure-
ments,61.85 percent, one might realize two major sources of the
uncertainty. The first one is the accuracy in adjusting the flow to
the same value at the beginning of each experiment. The second is
the accuracy of predicting the flow rate based upon finite measure-

ment grids. However, the uncertainty is within the expected limit
in such a three-dimensional flow with high swirling motions.

Results
Figure 3 shows the overall development of the axial velocity

field from the inlet to the parent tube to the exit at one of the
daughter tubes and at Re51500. Positionl /d50.0 is at the flow
divider, with minus and positive signs indicating respectively lo-
cations upstream and downstream of the flow divider. The veloc-

Fig. 3 Downstream development of the primary velocity in the plane of bifurcation at
ReÄ1500; CS is the carinal side and IC is the inner of curvature
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ity is normalized to the mean velocity at the inlet to the model.
The radial distance is normalized to the parent tube radius in the
parent tube and the transition zone, and is normalized to the
daughter tube radius in the daughter tube. Flows in different re-
gions of the model will be discussed in the following sections.

Inlet Conditions
In any bifurcating flow with high secondary flow, a well-

defined inlet flow is of special importance. The inlet flow condi-
tion is investigated in detail to determine the inlet mean velocity
profile, and the presence of secondary flow or high fluctuation
level that might trigger flow instability.

The flow system yielded a flat profile at the entrance of the
model, with a boundary layer thickness of 10 percent of the di-
ameter at Re51500 based on the diameter of the parent tube. Also
the flow system ensured that the flow is going parallel to the axis
of the model to within60.5 degree. Figure 4 shows the secondary
flow at the inlet of the model,l /d523.4, and at the first measur-
ing location, l /d521.61, where the transition zone starts. It is
clear that essentially no secondary flow is observed at the inlet of
the model. Even atl /d521.61 no significant secondary flow is
observed. The fluctuation level of the incoming flow is also cru-
cial. Since in any point within the flow field, it is important to
decide whether any instability is due to the fluctuation in the in-
coming flow or introduced by certain bifurcating parameters. The
fluctuation level, represented as rms of the mean axial velocity, is
investigated for different Reynolds numbers and different arrange-
ments of the flow conditioning. The fluctuation level at Re51500
is 0.75@15#.

Transition Zone
Figure 5 shows the secondary velocity distributions in the tran-

sition zone atl /d locations of20.88 and20.34. The two mea-
suring planes are placed perpendicular to the local axis of the
daughter tube, or at 10 and 19 deg with respect to the axis of the
parent tube respectively. Along the local normal plane atl /d
520.88, the flow is going toward the centerline. The magnitude
of the secondary flow velocity decreases while the boundary layer
thickness increases toward the minor axis. At the minor axis, an
inflection point can be seen to develop at the wall, signifying an
onset of reversal flow inside the secondary flow boundary layer.
At l /d520.34 in Fig. 6, the normal plane secondary velocity

indicates that the reversal flow becomes more pronounced. The
secondary flow boundary layer thickness increases as one moves
across the major axis toward the innermost axis or the inner wall
of curvature~Fig. 7!. This indicates that the centrifugal force be-
comes more effective in shifting the flow toward the center of the
transition zone where the flow divider eventually locates.

Figure 3 shows that the flow divider affects the primary flow in
the plane of bifurcation in the transition zone. Figure 6, however,
shows that the primary velocity in the normal plane stays flat
throughout the same region. The influence of the wedge-shaped
divider is thus confined mainly to planes normal to its leading
edge. Figure 3 shows that the effect is relatively pronounced at
l /d520.34, and decreases as one moves upstream from the flow
divider such that it is barely noticeable atl /d521.35. At the
beginning of the transition zone atl /d521.61 the velocity profile
is essentially flat, indicating that the upstream influence of the
flow divider is not significant upstream of this location. At the end
of the transition zone and at the entrance to the daughter tubes, the
flow is skewed toward the inner wall of curvature of the daughter
tube.

The exit of the transition zone represents the entrance flow to
the daughter tubes. The flow in this zone is affected by the chang-
ing cross-sectional shape, the increasing cross-sectional area, and
the downstream flows in the daughter tubes.

Daughter Branches
The overall development of the flow in the plane of bifurcation

within a daughter tube can be seen in Figs. 4 and 5. In the axial
flow, an inflection point starts to appear in the profile atl /d
50.47 indicating the initiation of the double humped profile. As
shown in Fig. 5, this phenomenon is related to the secondary flow
development that brings the higher velocity fluid from the vicinity
of the outer wall outwards the inner wall of curvature. The inflec-
tion point becomes more pronounce as the flow proceeds down-
stream and eventually develops to a double peak profile atl /d
52.23.

Figure 5 shows the secondary velocity distributions inside the
daughter tube at several axial locations. In comparison to a curved
tube model with a similar geometry, the secondary flow in the
daughter tube develops faster downstream from the flow divider,
which agrees with Sobey’s expectation@16#. The maximum sec-
ondary flow occurs approximately between 25 deg~the inlet to the
daughter tube! and 28 deg compared to 40 and 60 deg in a curved
tube model with a similar curvature. At the inlet of the daughter
tube, the tangential component of the secondary flow is in general
similar to that found at the corresponding location within a curved
tube model except it is more developed. However, the component
of the secondary flow in the plane of bifurcation does not agree
with that of a curved tube at the outer wall of curvature. This
disagreement may be related to the development of a secondary
vortex near the inner wall of curvature. The secondary vortex
becomes evident atl /d50.47 and apparently reaches its maxi-
mum strength at the end of the curve section atl /d51.23.

Shear Stress Distribution
The magnitude of wall shear stress, or the velocity gradient is

an important parameter for the problem being studied. Figure 8
shows the gradient of the axial velocity component on the carinal
side, inner wall, and the upper~or the lower wall! at different
downstream locations. Generally, the axial velocity gradients fol-
low the developments of the boundary layer thickness on those
locations. On the carinal side, the gradient is very high at the inlet
to the daughter tube where a new boundary layer starts to develop.
Inside the daughter tube, the velocity gradient decreases very rap-
idly near the inlet. At a small distance further downstream, the
rate of the decrease slows significantly. On the inner wall, the
velocity gradient is much lower than that on the carinal side, and
the rate of the decrease is more gradual in general. On the upper
or the lower wall, the velocity gradient decreases slightly in the

Fig. 4 Secondary flow at the inlet to the model „ l ÕdÄÀ3.4…
and first measuring location „ l ÕdÄÀ1.61…; CS is the carinal
side and IC is the inner of curvature
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Fig. 5 Secondary velocity components in the normal plane and plane of bifurcation at different axial locations from
the flow divider „ l ÕdÄ0.0… at ReÄ1500
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transition zone. After entering the daughter tube, the velocity gra-
dient increases as one move downstream and then decreases in the
straight section of the daughter tube. The initial increase in the
velocity gradient in the daughter tube is related to the develop-
ment of the low velocity region at the inlet to the daughter tube,
which in turn depends on the development secondary current.

Discussions
Figure 3 shows that the axial flow pattern undergoes a signifi-

cant shifting as the flow proceeds downstream the flow divider.
This flow shifting can be described quantitatively by calculating
the first moment of the axial flow at each axial location

K X

aL 5
*21/2p

1/2p *0
a~WX/a!rdrdf

*21/2p
1/2p *0

aWrdrdf
(1)

whereW is the axial velocity anda is the daughter tube radius.
Since the data are obtained over a Cartesian grid as defined in

Section 2, the data are transferred to the cylindrical coordinates
and then Eq.~1! is performed numerically over the cylindrical
grid. Figure 9 shows the first moment at the inlet and exit of the
daughter tube in the bifurcation model. Results from the curved
tube experiments of Agrawal@17# and Olson and Snyder@18# are
included for comparison. Figure 9 shows that the center of mo-
mentum or first moment is shifted toward the outer wall. This
indicates one fundamental difference between the bifurcation
model and the curved tube model. In the bifurcation model the
center of momentum is shifted toward the carinal side, while in a
curve tube model it is shifted toward the inner wall of curvature.
This indicates the strong influence of the entrance condition to the

daughter tube on the flow development. Additionally, the results
indicate the importance of the geometry of the transition zone in
the bifurcation model as predicted by other Sobey@16# and Synder
and Olson@19#.

The secondary current can be quantified more conveniently by
defining a mean vorticityz. Olson and Synder@18# defined three
circulation paths as shown in Fig. 10. The inviscid core path is
taken along the plane of symmetry and the upper surface of the
tube, the maximum circulation path is taken along the plane of
symmetry and the locations of maximum secondary velocity, and
the boundary layer path is simply the difference between the first
two paths. The mean vorticityz is defined as:

z5
G

A
5

1

A R
s
V•dS (2)

whereS is taken as defined above for the three different paths.
Olson and Synder@18# scaled the transverse motion in the central
core to the radius of the tube,a, and the boundary layer swirl to
(aR)1/2, whereR is the radius of curvature. As can be seen in Fig.
10, the general characteristics of the mean axial vorticity devel-
opment are comparable to the curved tube. The vorticity over-
shoots before approaching a steady value, with the rate of devel-
opment being faster in the bifurcation. Overall, the bifurcation
produces less mean axial vorticity compared to the corresponding
locations in the curved tube except in the boundary layer at the
entrance to the daughter tube.

Comparison With Previous Work. Yao Zhou and B. Lieber
@11# used a simplified bifurcation model that does not represent

Fig. 6 Downstream development of primary velocity in the normal plane at different
axial locations „ l Õd … at ReÄ1500; CS is the carinal side and IC is the inner of curvature
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any anatomical branch. The general features of the primary ve-
locities in both the plane of bifurcation and the normal plane are
evident in both works, the flow is skewed toward the outer wall of
curvature in the plane of bifurcation and an ‘‘M’’ shaped profile is
observed in the normal plane. However, the development of the
inflection point and the appearance of the second peak in the
primary component close to the inner wall of curvature are more
pronounce in the present work. The appearance of the second
peak is very important in stepping up the velocity gradient at the
inner wall of curvature and consequently preventing flow separa-
tion as can be seen in Fig. 3. Some differences do exist regarding
the development of the secondary velocities. They concluded that
the tangential component of the secondary flow don’t undergo a
significant decay inside the curved section of the daughter tube for
Reynolds number lower than 2089. This does not agree with the

results reported here for Re51500. As shown in Fig. 5, the tan-
gential component of the secondary flow does decrease signifi-
cantly in the curved section of the daughter tube. It decreases, for
example at the centerline, from 36 percent atl /d50.0 to 13.4
percent atl /d511.23, end of the curvature, and reaches 6 per-
cent atl /d512.23, exist of the model. Also our results for even
lower Reynolds numbers, not shown here, support our conclusion.
In the transition zone, Yao and Lieber observed only a diminished
magnitude of the secondary velocities while in this study strong
secondary velocities were observed in the transition zone. Ves-
tiges of the secondary velocities were observed as far asl /d
521.61 upstream the ridge, see Fig. 10.

Fig. 7 Secondary velocity components in the transition zone at two different axial locations, Re Ä1500; CS is the
carinal side and IC is the inner of curvature

Fig. 8 Dimensionless wall axial velocity gradients at different
downstream locations „ l Õd … at ReÄ1500

Fig. 9 The downstream evolution of the transverse shifts in
the axial velocity, expressed as the first moment „XÕa…, Re
Ä1500
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Conclusions
The flow in a symmetric bifurcation model typical to human

airways is studied. The primary and secondary velocities at sev-
eral streamwise locations are measured, and comparisons with
several previous studies were made. The results reveal that while
the general features of the flows are similar, there are significant
differences in several important flow characteristics among mod-
els. In addition to the bifurcation angle and radius of curvature of
the daughter tube, the geometry of the transition zone between the

parent and daughter branches appears to play a key role in phe-
nomena such as local flow separation, the development of second-
ary vortices, the wall shear stress, and the overall development of
the flow.
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Improvement of the Performance
of a Supersonic Nozzle by Riblets
This paper describes an experimental study of supersonic internal flow over a riblet
surface mounted on a channel wall to reduce pressure loss and improve the performance
of a supersonic nozzle. The magnitude of the static pressure in the pressure-rise region
observed in channels with riblet surface became lower than that for a smooth surface, and
the significance of its difference was indicated by uncertainty analysis estimated at 95
percent coverage. The Mach number distributions obtained by traversing a Pitot-tube
showed that the separation point moved downstream and the size of the separation region
became small when using riblets. Furthermore, it was found that the stagnation pressure
loss reduction was as large as 56 percent in the uniform supersonic flow field at a Mach
number of 2.0, and 29 percent in the separation region.@S0098-2202~00!00103-6#

1 Introduction
It is well known that, in a thermofluid machinery utilizing a

supersonic internal flow, a turbulent boundary layer developing
along the channel wall causes unfavorable frictional drag, and
gives rise to large entropy production by the interaction with
shock waves. These phenomena play a major role in momentum
and energy losses of working fluid; therefore, an establishment of
a method of a turbulent boundary layer control has been expected
to improve the performance of the thermofluid machinery.

A riblet, which is a longitudinally microgrooved surface, is one
of the passive drag-reduction techniques, and its systematic re-
search was initiated at NASA Langley Research Center in order to
reduce the fuel costs of airlines. Since Walsh@1# showed that
symmetric triangular or semi-circular with sharp peak riblets pro-
duced turbulent drag reduction as much as 8 percent, the effec-
tiveness of riblets has been demonstrated by many researchers.
Moreover, with recent advances in experimental techniques and
direct numerical simulation~DNS!, progress was made toward
understanding the drag-reduction mechanism by riblets. Bacher
and Smith@2# performed hydrogen-bubble flow visualization to
investigate the behavior of low-speed streak structure above riblet
surfaces. Choi@3# observed the change of the near-wall structure
in the turbulent boundary layer by using hot-wire/film anemom-
etry and smoke-wire technique with a sheet of laser light. Suzuki
and Kasagi@4# measured the turbulent flow-field in the near-wall
region with the aid of a three-dimensional particle tracking veloci-
metry ~3-D PTV!, and showed that the turbulent intensities and
the Reynolds shear stress were decreased near riblet surface. The
first DNS of a turbulent flow over riblet surfaces was performed
by Chu and Karniadakis@5#. Their results suggested that the drag
reduction achieved was approximately 6 percent in the transla-
tional and turbulent regimes. Choi et al.@6# also solved the three-
dimensional Navier-Stokes equations via DNS to shed light on the
mechanism of drag-reduction by riblets, and discussed the drag
modification mechanism based on the relationship between the
average diameter of streamwise vortices and the spacing of riblets.

As was mentioned above, riblets can modify the near-wall
structures of the turbulent boundary layer without additional
power, and hence they have been expected to be an attractive tool
for drag-reduction in many engineering applications. On the other
hand, since riblets are passive means of drag-reduction, we have

to obtain information about the characteristics of riblets under
various flow conditions in a wide range of Reynolds numbers, in
order to apply riblets to the practical flow-field. In contrast to
numerous studies of riblets at low speed, few studies at high Rey-
nolds number~i.e., transonic or supersonic speed! have so far
been carried out. For instance, Squire and Savill@7# examined the
effects of riblets on drag-reduction at high subsonic speed by us-
ing a blowdown-type wind tunnel with V-groove riblets mounted
on the floor of the tunnel. In this experiment, a maximum drag-
reduction of about 7 percent was obtained at a Mach number of
0.88. They also observed shock wave/boundary layer interactions
on riblet surfaces at a Mach number of 1.5 with the shadowgraph
photograph flow visualization technique. Gaudet@8# measured the
wall shear stress on a riblet surface at a Mach number of 1.25. He
indicated that drag-reduction on the order of 7 percent was
achieved at optimum flow conditions, and that misalignment of a
riblet with the flow direction should be smaller than 30 deg. Their
studies suggested that riblets can reduce the skin-friction drag in a
high speed flow-field. However, these experiments deal with su-
personic external flows, and the characteristics of the riblets for a
supersonic internal flow remains still unknown.

This paper describes an experimental study of the riblets
mounted on the wall surface of a supersonic nozzle. The perfor-
mance of applications utilizing a supersonic internal flow is gen-
erally estimated by nozzle efficiency, diffuser efficiency, stagna-
tion pressure loss and so on. We therefore have to know the effect
of riblets on these efficiencies, in order to operate the applications
at the appropriate conditions. In the present work, from the com-
parison of pressure distributions in the supersonic nozzle with a
riblet surface and a smooth surface, we determined the nozzle
performance quantitatively on the basis of a stagnation pressure
loss.

2 Experimental Apparatus and Measurement Proce-
dures

All experiments were carried out in an indraft supersonic wind
tunnel installed with an asymmetric, two-dimensional converging/
diverging~CD! nozzle as shown in Fig. 1. The air introduced into
the CD nozzle is accelerated up to the maximum Mach number of
2.3, and finally exhausted into the vacuum tank with a volume of
1.976 m3. The experimentation time was about 25 seconds under
the present experimental conditions. A cross-sectional configura-
tion of the nozzle is depicted in Fig. 2 showing the principal
dimensions. The nozzle has a 400 mm long rectangular working
section of constant width 30 mm, and the location of the throat is
75 mm downstream of the nozzle inlet. For the riblets experi-
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ments, a thin polyethylene terephthalate~PET! film on which
micro-grooves were machined regularly was attached to the flat
bottom wall over the whole surface by an adhesive tape. We in-
vestigated two kinds of triangular cross-section riblets, having the
same rib spacing and different heights as shown in Fig. 3. In the
present paper, we call the nozzle with these riblets surfaces as
‘‘Channel A’’ ( s50.050 mm,h50.022 mm! and ‘‘Channel B’’
(s50.050 mm,h50.027 mm!, respectively. The experimental re-
sults obtained from Channel A and B were compared to those
from the channel with the flat bottom wall to which a smooth film
was attached.

In order to obtain the wall static pressure distributions, pressure
holes of 1.5 mm diameter were arranged on the top converging/
diverging wall at 25 mm intervals along the streamwise direction.
The spatial distribution of stagnation pressure was measured by
traversing a flattened Pitot-tube with the tip dimensions of 0.8 mm
width and 0.4 mm height. Measurement values obtained from flat-
tened Pitot-tube were checked against those from conventional
cylindrical Pitot-tube. It was found from this comparison that
there was no significant effect of the probe tip on measurement
values and time response. The Pitot-tube was driven by the one-
direction transverse gear with stepping motor which has a posi-
tioning accuracy of60.1 mm, and automatically moved away
from the bottom wall to the top wall at 0.25 mm intervals. Mea-
surements of static and stagnation pressure were conducted by a
multichannel pressure management system~Scanivalve,
48D9GM!. Output voltage from differential pressure transducer
~Scanivalve, PDCR23D! is acquired every 0.01 s by a personal
computer through A/D converter, and converted into pressure sig-
nals by fitting the pressure-voltage curve which was calibrated
statically at the operating condition. A Mach number in the nozzle

was calculated from the wall static pressure and the stagnation
pressure using isentropic relationship. The static pressure mea-
surement through the boundary layer revealed that the static pres-
sure was almost constant along the direction normal to the bottom
wall, thus, the variation of the static pressure was not considered
significant when the transverse distribution of Mach number was
calculated. Moreover, the mean streamwise velocity profile was
deduced from the Mach number distribution by assuming the con-
stant stagnation temperature, which corresponds to the adiabatic
wall condition.

3 Results and Discussion

3.1 Wall Static Pressure Distributions. Since riblets
would lead to a drag reduction in a turbulent boundary layer, it is
necessary to comprehend the growth of boundary layer in the
nozzle. Figure 4 shows the streamwise velocity profiles in the
boundary layer developing over the smooth surface for the oper-
ating pressure ratio ofPb /P0S50.1. The air flow is accelerated to
supersonic flow in the measurement region, and core flow Mach
number achieved toM52.3 at x5225 mm, as will be shown
later. It can be seen from Fig. 4 that measurement values are in
reasonable agreement with the power law profile for a turbulent
boundary layer. For the low pressure ratio (Pb /P0S<0.2), we
observed similar velocity profiles as seen in Fig. 4, and thus, we
recognized the growth of a turbulent boundary layer above the
bottom wall under the present operating condition.

The wall static pressure distributions along the streamwise di-
rection are plotted in Fig. 5 for various operating pressure ratios.
Each data ofPg /P0S represents the average value obtained from

Fig. 1 Experimental apparatus and schematic diagram of mea-
surement system

Fig. 2 Schematic cross-sectional view of the converging Õ
diverging „CD… nozzle and coordinate system

Fig. 3 Cross-sectional view of the riblet surface with principal
dimension

Fig. 4 Nondimensionalized streamwise velocity profiles in
boundary layer „uncertainty in u ÕU0ÄÁ0.019 and in y Õd
ÄÁ0.0015…
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10 independent measurements. When the operating pressure ratio
is small enough to allow an adiabatic expansion throughout the
nozzle, i.e.,Pb /P0S<0.2, the static pressure distributions for
Channel A and B are in close agreement with the distribution for
the smooth channel. On the other hand, for the case ofP0 /P0S
>0.3, we can see that the wall static pressures for Channel A and
B are lower than that for the smooth channel downstream of the
initial pressure rise point. In particular, when the pressure ratio
reachesPb /P0S50.4 and 0.5, the start point of pressure rise on
the riblet surface shifted about 25 mm downstream of that for the
smooth surface. For cases with higher pressure ratio ofPb /P0S
>0.6, however, the location where the static pressure starts to
increase is almost the same for all channels, and the pressure
difference between the riblet surfaces and the smooth surface be-
comes small with an increase in the operating pressure ratio.

In order to discuss whether the wall static pressure difference
shown in Fig. 5 is quantitatively significant, we evaluate the un-
certainty intervals associated with the pressure measurement at 95
percent coverage. As mentioned in the previous section, the volt-
age signal from the pressure transducer is amplified by a signal
conditioner, and sampled digitally with the A/D converter. The
bias limit of the pressure transducer is within60.06 percent in-
cluding nonlinearity and hysteresis. This value is considered to be
negligible compared to other elemental bias limits. Therefore, the
bias limit occurring from the signal conditioner and A/D converter
is dominant in all subsequent data processing, and the overall
system bias limit is estimated to be 645 Pa. Figure 6 presents the
resulting uncertainty which is calculated from the overall system
bias limit and the precision index based on a series of pressure
measurements. In the region of 100 mm<x<300 mm, where
pressure difference is clearly observed for 0.3<Pb /P0S<0.6, the
uncertainty interval of nondimensionalized wall static pressure at
95 percent coverage isPg /P0S560.0065. It can be found that
this uncertainty interval is small enough that the pressure differ-
ence between Channel A or B and smooth channel is significant in
the present experiment. The wall static pressure distributions mea-
sured forPb /P0S>0.3 indicate the occurrence of a shock wave/
boundary layer interaction. Therefore we can confirm that riblets
have the effect of changing the static pressure distribution in the
shock wave/boundary layer interaction region in the supersonic
nozzle.

3.2 Flow Pattern in the Channel. Wall static pressure in-
creases gradually along the streamwise direction. This phenom-
enon is closely related to the interaction between a shock wave

and a boundary layer. Therefore, the behavior of the pressure
distribution discussed in the previous section suggests that an ex-
amination of the variation of flow properties through the boundary
layer is quite important.

To illustrate the overall appearance of the flow-fields, the de-
velopment of Mach number profiles in Channel A is compared
with that in the smooth channel in Fig. 7. For the two pressure
ratiosPb /P0S50.1 and 0.2, Mach number profiles in Channel A
are in good agreement with those in the smooth channel, and the
uniform flow field, whose maximum Mach number isM52.3 at
x5250 mm, is produced forx<275 mm. The flow above the
bottom wall is slightly decelerated due to the back pressure varia-
tion near the nozzle exit (x>300 mm!, but a shock wave or a
separation bubble is not observed. When the pressure ratio reaches
Pb /P0S50.3, the decelerated flow at the bottom wall side devel-
ops a large scale separation, in which there is a difference in the
profile between the two channels. In particular, the differences
observed atx5225 mm and 250 mm suggest that a flow decel-
eration in Channel A starts downstream compared to the smooth
channel. This trend corresponds to the fact that the start point of a
pressure rise for Channel A moves tox5225 nm which is slightly

Fig. 5 Wall static pressure distributions along the x-direction
for various operating pressure ratios

Fig. 6 Uncertainties of wall static pressure measurement. Er-
ror bars extend uncertainty interval at 95 percent coverage.
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downstream of the separation point for the smooth channel, as
seen in Figs. 5 or 6. ForPb /P0S50.4, the Mach number atx
5175 mm in Channel A, where the gradual pressure rise occurs,
is higher than that in the smooth channel. Furthermore, a flow
separation above the bottom wall still appears atx'250 mm in
the smooth channel and downstream ofx5275 mm in Channel A,
respectively. Therefore, we can find from these results that riblets
have the effects of shifting the separation point downstream and
of restricting the growth of the separation region.

In Fig. 8, we compare the Mach number profiles developing in
Channel B with those in the smooth channel. ForPb /P0S<0.2, a
uniform supersonic core flow is realized in the region of 75 mm
<x<275 mm of Channel B, and the behavior of the Mach num-
ber profile closely resembles the results obtained from the other
two channels. On the other hand, there exist some differences in
the Mach number profile among three channels forPb /P0S
50.3. From the transition in the Mach number profile, the sepa-

ration point on the bottom wall is estimated to be in the region of
250 mm,x,275 mm for the smooth channel, and in the region
of x>275 mm for Channel B, respectively. Taking into account
the result discussed in Fig. 7, it is found that the separation ap-
pearing in Channel B extends within a narrow region compared
with that in Channel A, and the separation point moves down-
stream. WhenPb /P0S50.4, the size of the separation region in
Channel B is smaller than that in the smooth channel, but larger
than that in Channel A, in contrast to the case ofPb /P0S50.3.
These facts mean that there exists an optimum riblet size in re-
stricting a separation and it is determined in accordance with the
flow conditions, such as pressure ratio and Mach number.

3.3 Reduction in Stagnation Pressure Loss by Riblets. In
order to operate a supersonic nozzle with high performance, it is
required to keep pressure loss small through the nozzle, and thus,
we have to comprehend the behavior of a stagnation pressure in a
supersonic nozzle with riblet surface. In the present study, we
generate stagnation pressure distributions in thex-y plane in the
center of the nozzle by using over 1200 Pitot-pressure data mea-
sured in the region of 75 mm<x<325 mm.

In Figs. 9 and 10, contour plots of nondimensionalized stagna-
tion pressureP0 /P0S obtained from three channels are compared
for the two operating pressure ratios which characterize the typi-
cal flow-pattern in the present experiment. WhenPb /P0S50.1
~Fig. 9!, the highest stagnation pressure region which is bounded
by broken line occupies the supersonic core flow region and exists
for x,250 mm in Channel A and B, and forx,225 mm in the
smooth channel, respectively. Furthermore, in the downstream of
all channels, a low stagnation pressure region extends from the
bottom wall side, which corresponds to the flow deceleration re-
gion as seen in Figs. 7 and 8. It is suggested from the above
comparison that riblets improve the flow-field in the supersonic
flow regime, although there is no clear difference in Mach number
profile among the three channels. ForPb /P0S50.4 ~Fig. 10!, it is
apparently shown that a high stagnation pressure is maintained
near the riblet surface, especially for Channel A. In addition, the
size of the lowest stagnation pressure region (P0 /P0S50.3) ob-
served in channel A is smaller than that for the other two chan-
nels. Although there are no noticeable differences between the
contour pattern for Channel B and that for the smooth channel,
lower contour lines above the riblet surface of Channel B slightly
approach to the bottom wall compared to contour patterns for the
smooth channel. Therefore, it is found from these facts and the
previous discussion of Mach number profile, that the riblet

Fig. 7 Development of Mach number profile along the
x-direction for Channel A and the smooth channel „uncertainty
in MÄÁ0.09 for Channel A and in MÄÁ0.07 for the smooth
channel …

Fig. 8 Development of Mach number profile along the
x-direction for Channel B and the smooth channel „uncertainty
in MÄÁ0.08 for Channel B and in MÄÁ0.07 for the smooth
channel …

Fig. 9 Contour plots of stagnation pressure for the operating
pressure ratio of Pb ÕP0SÄ0.1 „uncertainty in P0 ÕP0SÄ
Á0.0066 for Channel A, in P0 ÕP0SÄÁ0.0097 for Channel B and
in P0 ÕP0SÄÁ0.0068 for the smooth channel …
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mounted on a nozzle wall delays occurrence of a separation and
yields the improvement of a stagnation pressure field.

For the complex flow-field where a separation region develops
with the increase of an operating pressure ratio, it is important to
investigate the relationship between the local variation of a stag-
nation pressure and the overall performance of a supersonic
nozzle. Hence, we introduce the averaged stagnation pressure
which is defined as the integral mean over the channel heightH as
follows:

P0̄5
1

HE0

H

P0~x,z!dz (1)

The averaged stagnation pressure distributions along the stream-
wise direction are presented for the three channels in Fig. 11. At
the throat location ofx575 mm, the stagnation pressure of the air
flow has almost the same value as that at the channel inlet. As the
air flows downstream, the initial stagnation pressure decreases,
and finally, 25;50 percent of the inlet stagnation pressure is lost
at x5325 mm. WhenPb /P0S50.1 and 0.2, we can observe the
reduction in a stagnation pressure loss in the region of 125 mm
<x<275 mm for Channel A and B. In particular, the stagnation
pressure for Channel A is remarkably higher than that for the
other two channels, atx5150 mm, 175 mm, and 200 mm. The
stagnation pressure distribution upstream ofx5225 mm for
Pb /P0S50.3 and upstream ofx5175 mm forPb /P0S50.4, are
in fair agreement with the distribution forPb /P0S<0.2, and the
reduction of a pressure loss is also observed. Atx5175 mm,
where the large reduction in a stagnation pressure loss is realized,
the difference ofP0̄/P0S between Channel A and the smooth
channel is P0̄/P0S50.078;0.13, and the difference between
Channel B and the smooth channel isP0̄/P0S50.022;0.10, re-
spectively. These values are found to be larger than the experi-
mental errors, because the uncertainty interval for nondimension-
alized stagnation pressure isP0̄/P0S560.0065;60.0066 for
Channel A, P0̄/P0S560.0091;60.0097 for Channel B, and
P0̄/P0S560.0064;60.0068 for the smooth channel, respec-
tively. Therefore, we can recognize that a stagnation pressure loss
is reduced by riblets in a supersonic flow regime.

On the other hand, in Channel A and B, a stagnation pressure
decreases rapidly beyondx5225 mm for Pb /P0S50.3, andx
5175 mm for Pb /P0S50.4, respectively. Downstream of these
locations, a flow separation occurs as mentioned earlier, thereby a
low stagnation pressure in the separation region reduces the inte-
gral mean of a stagnation pressure. In particular, a large amount of

reduction in a stagnation pressure loss is observed in the region of
225 mm<x<275 mm of Channel A, with decrease in the size of
a separation region.

3.4 Riblets Efficiency. The above mentioned phenomena
indicate that riblets influence the flow-field with a high-Mach
number, and thus, it is necessary to investigate the dependence of
a riblet efficiency on a flow Mach number. For the present pur-
pose, we define the reduction ratio of a stagnation pressure loss as
follows

h l512
Pl

R

Pl
S

, (2)

wherePl512P0̄/P0S is the amount of a stagnation pressure loss

Fig. 10 Contour plots of stagnation pressure for the operating
pressure ratio of Pb ÕP0SÄ0.4 „uncertainties: refer to the cap-
tion of Fig. 9 …

Fig. 11 Streamwise variation of stagnation pressure, defined
as the integral mean over the channel height, for various oper-
ating pressure ratios

Journal of Fluids Engineering SEPTEMBER 2000, Vol. 122 Õ 589

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



at each measurement section, and the superscripts of ‘‘R’’ and
‘‘S’’ represent the riblet channel and the smooth channel,
respectively.

Figure 12 summarizes characteristics ofh l as a function of the
maximum Mach numberM0 at each measurement section. All of
the data plotted in Fig. 12 are the results obtained forPb /P0S
<0.4, where a supersonic core flow is kept. Here, the evaluated
uncertainty interval associated withh l is 63.6;66.4 percent.
This figure shows thath l increases with Mach number throughout
the range of 1.0,M0,2.0 for both channels. In particular, for the
flow-field in Channel A, where the flow in the core region stays
supersonic downstream of the throat and there is no shock wave
or separation, riblets result in a high efficiency ofh l546;56
percent atM052.0. At Pb /P0S50.4 for Channel A,h l of 16;29
percent is achieved in the range of 1.4,M0,1.7. The condition
in this case corresponds to a flow-field in which the separation
region above the riblets surface is smaller than that above the
smooth surface. In contrast, there exist few data having a negative
value in the range of 1.8,M0,2.0, which means an increase of a
stagnation pressure loss. In this case, a stagnation pressure is
maintained at high value near the riblet surface. However, since
the stagnation pressure in the core flow region is strongly reduced
by a shock-wave, the stagnation pressure averaged in the wall-
normal direction finally decreases.

3.5 Estimation of Optimum Riblets Size. A large number
of drag measurements have revealed the optimum riblet heighth1

and spacings1. Here,h1 and s1 are represented in law of the
wall coordinate, and defined as follows

h15
hut

n
, s15

sut

n
, (3)

whereut is the friction velocity andn is the kinematic viscosity,
respectively. For instance, Walsh@1# indicated that the optimum
h1 and s1 required to obtain a maximum drag reduction ish1

5s1512 for V-groove riblets having the aspect ratio ofh/s
51.0. Walsh and Lindemann@9# reported that the maximum drag-
reduction of 7 to 8 percent was achieved for V-groove riblets with
h1513 ands1515. Furthermore, Walsh@1#, Square and Savill
@7#, and Gaudet@8# suggested that, when riblets are designed for
h1,30 ands1,30, a net drag reduction can be expected over a
wide range of Reynolds numbers. In this section, we try to evalu-
ate the optimum size of riblets under the present experimental
conditions and compare it with the conventional results.

Figure 13 shows streamwise velocity profile in the law of the
wall coordinate atx5150 and 175 mm for the smooth channel. In
the case of an incompressible turbulent boundary layer, mean-
velocity profile near the wall is written in the form of the law of
the wall as

u

ut

5
1

0.41
ln

uty

U0

15.0 (4)

However, it is difficult to apply Eq.~4! to compressible turbulent
boundary layer, since a variation of mass-density loses the unique-
ness of definition of a friction velocityut . In order to solve this
problem, Winter and Gaudet@10# introduced effective friction ve-
locity ut

i which was defined as the following equation

ut
i 5A1

2
FcCf•U0 , Fc5A110.2M0

2 (5)

And finally, they proposed law of the wall equation as follows

u

ut
i

5
1

0.38
ln

ut
i y

U0

14.05 (6)

They reported that the empirical equation~5! gave the best fit to
the measurement data for the range of 1.4,M0,2.8. In the
present experiment, the free-stream Mach number was 2.2;2.4,
and hence we used the above mentioned relationship to estimate
the skin friction coefficient. The experimental results are in good
agreement with the law of the wall equation, and the skin friction
coefficient determined by Clauser’s method~Clauser@11#! is Cf
50.0028 atx5150 mm andCf50.0027 atx5175 mm, respec-
tively. These values seem to be reasonable for the turbulent
boundary layer, although the spatial resolution in the Pitot-tube
traverse is too coarse to resolve the near-wall structure. With ref-
erence to these values, we calculate riblets sizes ofh1 ands1 by
assuming the local skin friction coefficient to be within a range of
0.002,Cf,0.004 for 1.5,M,2.0. Consequently, the riblet
spacing is 20.0,s1,33.5 for Channel A and B. The riblet height
is 8.8,h1,14.7 for Channel A and 10.8,h1,18.1 for Channel
B, respectively. These results are satisfied with the conditions of
h1,30 ands1,30, and so we find that the conventional opti-
mum size of riblets is also applicable to the supersonic internal
flow. Therefore, the drag-reduction mechanism for the supersonic
internal flow may be considered to be related to the restriction of
the movement of streamwise vortices and similar to the drag re-
duction mechanisms for low speed flows. Both are in the same
drag reduction regime (h1,30, s1,30). However, in order to
clarify the drag-reduction mechanism, detailed study of the near
wall structure for turbulent boundary layers in a supersonic flow-
field is expected as a future work.

4 Conclusions
The flow-field in the supersonic nozzle with a riblet surface was

experimentally investigated. The effects of riblets on the nozzle
performance were discussed based on the reduction ratio in the
stagnation pressure loss. The comparison of the experimental re-
sults between the riblet channels and the smooth channel lead to
the following conclusions:

Fig. 12 Reduction ratio in stagnation pressure loss as a func-
tion of Mach number

Fig. 13 Streamwise velocity profile in law of the wall coordi-
nate „uncertainty in u¿ÄÁ0.4 and in y¿ÄÁ3.2…
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1 The magnitude of the static pressure in the pressure-rise re-
gion observed in the riblet channels becomes lower than that for
the smooth channel, and it is found that its difference is significant
by uncertainty analysis estimated at 95 percent coverage.

2 The streamwise development of Mach number distributions
shows that the separation point moves downstream and the size of
a separation region becomes smaller by using riblets.

3 When the flow-field without a shock wave and a separation is
realized, the highest stagnation pressure area, which occupies the
supersonic core flow region in the riblet channel, is extended com-
pared with the smooth channel. For the flow-field with a separa-
tion, a high stagnation pressure is maintained near the riblet sur-
face and the size of the lowest stagnation pressure region becomes
smaller than that for the smooth channel.

4 To obtain a quantitative estimation of riblets efficiency, the
reduction ratio in a stagnation pressure loss is introduced, and
hence, it is found that the efficiency achieved up to 56 percent in
the uniform flow-field at a Mach number of 2.0, and 29 percent in
the flow-field with a separation above a riblet surface. It is sug-
gested from this fact that riblets improve the performance of a
supersonic nozzle with or without flow separation.

Acknowledgment
This work was supported through the Grant-in-Aid for Encour-

agement of Young Scientists~No. 07750204! by the Ministry of
Education, Science and Culture.

Cf 5 local skin friction coefficient52tw /rU0
2

Fc 5 compressibility factor
H 5 channel height
h 5 riblets height

M 5 Mach number
M0 5 maximum Mach number
Pb 5 back pressure measured at the inlet of vacuum tank
Pg 5 wall static pressure
P0 5 stagnation pressure
P0̄ 5 integral mean of stagnation pressure~equation~1!!

P0S 5 upstream stagnation pressure
s 5 riblets spacing

U0 5 maximum velocity
u 5 time-mean velocity in thex-direction

ut 5 friction velocity
x,y,z 5 coordinate system with origin at the center of the

leading edge of the bottom wall:x, streamwise;y,
wall-normal;z, spanwise

d 5 boundary layer thickness~distance from wall at
which u50.99U0)

h l 5 reduction ratio in stagnation pressure loss~Eq. ~2!!
n 5 kinematic viscosity of air
r 5 density of air

tw 5 wall shear stress

Superscripts

~ !1 5 nondimensionalized value byut andn
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Suppression of Performance
Curve Instability of a Mixed Flow
Pump by Use of J-groove
In order to control and suppress performance curve instability characterized by the posi-
tive slope of head-capacity curve of a mixed flow pump, a very simple passive method
utilizing shallow grooves mounted on a casing wall parallel to the pressure gradient
(J-groove) is proposed. The optimum groove dimension and location for suppressing such
an instability are determined experimentally. Results show that shallow grooves of ad-
equate dimension and proper location can suppress such instability perfectly without
decreasing the pump maximum efficiency. The remarkable effect of shallow grooves is to
decrease both the swirl strength and the propagation of reverse flow at the impeller inlet
region, through angular momentum absorption owing to mixing of groove reverse flow
and swirl flow, yielding recovery of impeller theoretical head.@S0098-2202~00!02603-1#

Introduction
The radial grooves mounted on stationary casing wall of a

LOX-Pump had a remarkable effect on reducing swirl of rota-
tional flow at the back of the impeller. Even though the grooves
were very shallow, such as only of 0.5 mm in depth, they could
reduce the swirl strength considerably~Kurokawa et al.@1#!. It is,
therefore, predicted that the idea of utilizing this mechanism could
be one possible way of controlling and suppressing several
anomalous phenomena caused by rotational flow, such as rotating
stall in vaneless and vaned diffusers, performance curve instabil-
ity characterized by positive slope of head-capacity curve, rotating
cavitation, and draft tube surge.

According to Greitzer@2#, various complicated devices have
been developed and proposed to suppress each of these anomalous
phenomena, but a common and simple method of suppressing
these phenomena has not been proposed.

Performance curve instability, characterized by positive slope
of head-capacity curve, sometimes causes severe pressure oscilla-
tion and vibration, and hinders normal and smooth operation. Ac-
cording to Hergt and Starke@3# there are two types of instabilities
in a diffuser pump. One is caused by back flow at an impeller inlet
~called Part Load Whirl, PLW! and the other is caused by back
flow in a diffuser channel~called Full Load Instability, FLI!. Ac-
cording to Kurokawa et al.@4#, the former~PLW! is caused by a
sudden drop of theoretical head due to the swirl of reverse flow at
the impeller inlet of a mixed flow pump. According to Kurokawa
@5#, the latter~FLI! is caused by rotating stall in a diffuser pump.

To suppress instability and surge of a mixed flow pump, an
active method of water jet injection at the impeller inlet has been
proposed recently, where jet injection in the counter rotating di-
rection of the impeller has been found effective to enlarge the stall
margin between the design point and the positive slope region of
the head-flow characteristic~Goto @6#!. To suppress the instability
caused by stall and surge of axial, centrifugal compressors and
fans, passive methods of casing treatments have also been pro-
posed~@7–19#!. The active control method proposed by Goto@6#

requires complicated mechanisms and utilizes additional machin-
ery that eventually decrease the overall efficiency and reliability.

The present study is thus aimed at a very simple common pas-
sive method of suppressing the performance curve instability by
utilizing shallow grooves mounted parallel to the pressure gradi-
ent on the casing wall of a mixed flow pump. Such shallow
grooves mounted parallel to the pressure gradient are termed ‘‘J-
grooves.’’ Hereafter groove means J-groove.

The authors proposed in their previous work@20,21# similar
types of grooves~radial shallow grooves i.e., parallel to the pres-
sure gradient and thus J-groove! to suppress rotating stall in the
vaneless and vaned diffusers.

Mechanism of Suppressing Swirl by J-groove
Radial shallow grooves~J-groove! of proper dimension

mounted on diffuser wall/walls had been able to suppress rotating
stall perfectly in both a vaneless diffuser~Kurokawa et al.@20#!
and a vaned diffuser~Kurokawa et al.@21#! for the entire flow
range. Even though the grooves were very shallow such asd
51 mm, the increase in flow angle was significant. A strong
groove flow e.g., forf50.10, 30 percent of the main flow in
grooves ofn532, d53 mm, w510 mm on the upper wall of the
diffuser ~width 18 mm! was shown to flow against the main flow.
Experimental findings and theoretical considerations~Kurokawa
et al. @20#! revealed that the remarkable effects of J-groove are
caused by the following two mechanisms; one is a remarkable
decrease in tangential velocity at the diffuser inlet owing to mix-
ing between the main flow and the groove reverse flow, and the
other is a remarkable increase in radial velocity due to the groove
reverse flow. Both effects have the same contribution to increase
the flow angle.

Experimental Apparatus
The mixed flow pump tested in this experiment is shown sche-

matically in Fig. 1. It is equipped with an impeller of 5 blades, a
diffuser of 7 guidevanes, and a swirl stop about 20 mm upstream
of the impeller inlet tip.Ns and v of the impeller are 830 and
0.33, respectively. The impeller inlet angleb1 is 21.0 deg and
outlet angleb2 is 31.4 deg. The impeller tip clearance is 0.7 mm
and inlet and outlet tip radii are 97.6 mm and 123.5 mm, respec-
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tively. The suction and discharge pressure measuring taps are lo-
cated 61.5 mm upstream and 713.0 mm downstream of the impel-
ler inlet tip, respectively. Pump discharge is calculated from the
pressure difference across an orifice of radii ratio 0.8. All the
pressure differences in this experiment for the steady cases are
measured with differential pressure cell transducers of suitable
capacities. The impeller is driven at a constant speed of 1460 rpm,
and the blade tip clearance is kept fixed at 0.7 mm throughout all
experiments. The test Reynolds No. Re52U2r 2 /n is 3.63106.

Because the positive slope of the head-capacity curve is caused
by the rapid drop of theoretical head due to a strong swirl of
reverse flow at the impeller inlet of a mixed flow pump
~Kurokawa et al.,@4#!, the J-groove is utilized upstream of the
impeller inlet. This anticipates that the groove flow would sup-
press both the swirl and reverse flow at low flow region, and
might not affect the pump performance at the high flow region
including the Best Efficiency Point~BEP!.

When the J-groove is installed in the test pump, a remarkable
improvement of head-capacity and efficiency curve is attained as
described later. Because it is believed that the groove dimensions
~w, d, l, n! and location would influence the performance-curve
instability, various combinations of dimensions and locations are
tested, and finally the optimum combination is determined.

Initially the grooves are formed by thin rubber pieces pasted on
the surface of the casing wall by a quick-drying adhesive, as
shown in Fig. 2~a!. However, from the practical point of view, the
grooves are to be formed by machining. The hill part of the
groove should be flat to the upstream and downstream casing
wall. To realize the utility of J-groove in such a practical case,
further tests were performed by altering the casing wall as shown
in Fig. 2~b!. The casing wall is trimmed to a slot of 4 mm in depth
in the region of the optimum location, and rubber pieces are
pasted in the slot to form J-grooves of different patterns. The hill
surfaces of the grooves are finished flush with the upstream and
downstream connecting wall.

To examine the mechanism of angular momentum absorption
resulting from the mixing of groove reverse flow and swirl flow,
pressure gradients between holes No. 0–4~Fig. 2~b!! on the bot-
tom and hill of the groove and the suction pressure measuring tap
are measured for a wide flow range. The velocity distributions at
the section 7 mm upstream of the impeller inlet tip are also mea-
sured with traversing a 5-hole Pitot probe.

Results and Discussions

„1… Original Performance Curves of the Test Pump. The
original performance characteristics of the test pump are shown
by the symbols in Fig. 3. The performance curve instability with
a rapid drop of head-capacity and efficiency curve can be seen
clearly atf50.135, which is about 65 percent of the BEP and is
referred to as critical flow coefficient. The flow range of perfor-
mance curve instability is seen from 30 percent to 65 percent of
the BEP.

„2… Effect of J-grooves on Instability. Comparisons of test
results are illustrated in Fig. 3 for three different cases i.e., no
groove, J-groove of 28n34 mmd35 mmw and that of 28n

32 mmd310 mmw. The third case~h! represents the optimum
dimension of the J-groove determined by the present study.

Comparing with no groove~s!, a remarkable improvement is
seen for the J-groove of 28n32 mmd310 mmw ~h!. No positive
slope of the head-capacity curve is seen. It can be seen that the

Fig. 1 Mixed flow pump tested „NsÄ830…

Fig. 2 Location of J-groove on the casing wall, „a… Grooves
formed on the surface of the casing wall, „b… grooves formed
under the surface of the casing wall

Fig. 3 Comparison of performance curves. Uncertainties of f,
c, t, and h are Á1.4 percent; Á0.7 percent; Á1.1 percent and
Á2 percent, respectively
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grooves do not produce additional hydraulic loss, as because the
efficiency increases in the flow range of the performance curve
instability, and the maximum efficiency is not influenced at all.

However, in case of J-groove of 28n34 mmd35 mmw(,),
only a slight improvement is attained. A large instability still re-
mains, although the total sectional area of J-groove is same in
both the cases. This indicates that the width of J-groove has key
importance.

„3… Velocity and Pressure Measurements. In order to un-
derstand the reason for the remarkable improvement in head-
capacity curve, the changes in meridional and tangential velocity
distributions at the impeller inlet between the J-groove of opti-
mum dimension (28n32 mmd310 mmw) and no groove are
shown in Fig. 4.

The velocity distributions shown are measured for the BEP
~f5fn , denoted bys! and for f/fn50.73(h), 0.61~n!,
0.50~,! and 0.21~L!. It is already shown in Fig. 3 that the flow at
which performance curve instability occurs is about 65 percent of
the BEP, and unstable range is about 30 percent–65 percent of the
BEP. The comparison ofn with m and , with . reveals the
mechanism of suppressing the instability by J-groove.

Figure 4 clearly shows that the reverse flow with large swirl
velocity begins at a flow a little higher thanf/fn50.61, which
coincides well with the onset of the performance curve instability
shown in Fig. 3.

Comparison of velocity distributions forf/fn50.61 ~n with

m! are shown in Fig. 4; however it is not a fair comparison as the
flow was unstable and fluctuated suddenly in case of no groove.
However, forf/fn50.50, the flow was much more stable and it
is fair to compare. Thus the comparison of, with . reveals that
Vu is largely decreased and the region of reverse flow (Vm,0) is
also reduced by the J-groove.

To understand this phenomenon, the pressure gradient in the
axial direction along the casing surface is shown in Fig. 5 only for
the optimum J-groove dimension. Here two kinds of pressure co-
efficients, i.e., static pressure coefficients at the bottom and hill of
the J-grooves are shown. Holes No. 0–4 in Fig. 5 correspond to
the pressure measuring taps No. 0–4 shown in Fig. 2~b!. Cp is
defined by the nondimensional pressure difference between hole
and suction tap i.e.,Dp5phole2psuc.

It is seen from Fig. 5 that all the pressure coefficients at the
BEP are almost equal except for the pressure at hole No. 0, which
is about 25 mm downstream of the impeller inlet tip. This means
that the optimum groove location is a low pressure rise region
such that no groove flow occurs and causes no effect on the stable
region. It is also seen that the pressure of hole No. 1 at the bottom
of the groove is exceptionally high, especially in the low flow
region and at the hill is moderate. Pressure in the other holes show
slight differences in the stable flow range (f.0.135). However,
when the performance curve instability occurs atf50.135, low
pressure rises in the main flow direction and pressure of holes No.
1 and 2 at the bottom of grooves are higher than at the hill, until
the unstable range exists~30 percent–65 percent of the BEP!. The
pressure of holes No. 3 and 4 at the bottom and hill of groove
remains the same. When the flow is lower than the unstable range
~f,30 percent of the BEP!, the pressure of hole No. 1 at the
bottom of the groove becomes exceptionally high compared to the
hill as mentioned earlier, but the pressures of holes No. 2, 3, and
4 at the bottom of the groove fall lower than at the hill.

The above results reveal that at the onset of instability, a jet
flow forms automatically in the J-groove, and flows against the
main flow up to a low pressure region where it mixes with and
increases the main flow.

Based on the mechanism of radial grooves~Kurokawa et al.
@20#!, suppression of swirl and inlet reverse flow in the present
case is also caused by mixing between the swirl flow and the
groove reverse flow. In the J-groove, a jet flow occurred~due to
the sharp pressure gradient! in the opposite direction of the main
flow. This groove flow has no angular momentum, but the main
flow has large angular momentum near the wall when the impeller
inlet swirl occurred. So a large angular momentum absorption
occurred when the groove reverse flow mixes with the main flow

Fig. 4 Velocity distribution at the impeller inlet section. Uncer-
tainties of Vm ÕU2 ; Vu ÕU2 and zÕb 1 are Á3.3 percent; Á3.3 per-
cent and Á2.2 percent, respectively. „a… Meridional velocity
component, „b… tangential velocity component

Fig. 5 Comparison of pressure coefficient at the hill and bot-
tom of J-groove. Uncertainties of Cp ; f and c are Á1 percent,
Á1.4 percent and Á0.7 percent, respectively

594 Õ Vol. 122, SEPTEMBER 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



near the wall. If the impeller inlet flow had no swirl, then the
groove reverse flow would not have any angular momentum
absorption.

It can, therefore, be mentioned that the mechanism of J-groove
is quite different from those of casing treatments~@7#–@19#!. The
J-groove does not utilize any additional equipment such as cham-
ber, air-separator, recess vane, honeycomb, Amann et al.@11#,
Miyake et al.@16,17#, Azimian et al.@18#, and Smith@19#. Rather
it utilizes the flow behavior itself. Either the geometry or the
location or both of the J-groove are different from those in the
conventional casing treatments, such as the circumferential, radial,
axial, skewed, reversed skewed, blade-angle groove/slot used by
Boyce et al.@9#, Amann et al.@11#, Takata and Tsukuda@12#,
Greitzer et al.@13#, Fujita and Takata@15#, and Smith@19#.

„4… J-Groove Dimension and Location and Their Effects
on Instability. To obtain the optimum groove dimension and
location, the effects of the J-groove dimension on suppressing the
instability is studied using the groove patterns shown in Fig. 2.

Several characteristic curves are illustrated in Figs. 6, 7, 8, and 9
corresponding to the variation ofl, d andw, n and the location of
J-groove.

Figure 6 reveals that the optimum groove length is about 32
mm. The longer grooves decrease the maximum efficiency,
whereas the shorter grooves can not attain perfect suppression of
instability although they are very effective~the decimal in the
width dimension is the average of length-wise varying width!.

Figure 7 indicates that the optimum groove depth is in the range
of d<2 mm for the case ofw510 mm. Grooves those are too
deep decrease the efficiency in the low discharge range. It also
indicates that the performance curve instability is not improved by
the grooves ofw55 mm. However, from Fig. 8, the grooves of
w55 mm can attain sufficient suppression of instability when the
number of grooves is doubled.

From Fig. 9 ~where, 1l and 2l indicate the portion of the
length of groove downstream and upstream of the impeller inlet
tip, respectively! it is seen that the insertion of long grooves into

Fig. 6 Effect of groove length on instability. Uncertainties of
f, c, t, and h are Á1.4 percent; Á0.7 percent; Á1.1 percent and
Á2 percent, respectively

Fig. 7 Effect of groove depth and width on instability. Uncer-
tainties of f, c, t, and h are Á1.4 percent; Á0.7 percent; Á1.1
percent and Á2 percent, respectively

Fig. 8 Effect of groove number on instability. Uncertainties of
f, c, t, and h are Á1.4 percent; Á0.7 percent; Á1.1 percent and
Á2 percent, respectively

Fig. 9 Effect of groove location on instability. Uncertainties of
f, c, t, and h are Á1.4 percent; Á0.7 percent; Á1.1 percent and
Á 2 percent, respectively
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the impeller channel yields stability, but reduces efficiency
whereas the shorter grooves can not attain stability. Here it can be
mentioned that insertion of the long portion of grooves into the
impeller channel reduces the impeller work.

From the application, machining and cost point of view, the
shallow depth and lower number of J-grooves is the best. Thus the
optimum dimension of J-groove within the tested range is asd
%2 mm, l 550 mm, w510 mm, andn528 and the optimum lo-
cation is from 39 mm upstream to about 11 mm downstream of
the impeller inlet.

„5… Pressure Pulse and Frequency Analyses.To examine
the pressure pulse and pulse frequency around the impeller outlet
and in the groove region of impeller inlet, pressure pulse measure-
ments with semiconductor pressure transducers have been per-
formed and FFT analyses have been done for J-groove and no
groove cases.

Pressure pulse and pulse frequency at 26 mm upstream of the
impeller outlet tip are seen to be similar at the BEP for the
J-groove and no groove~not shown! cases. Forf/fn50.61, the
amplitude of the pulsed pressure for the J-groove was seen to be
90 percent of the no groove case as shown in the window view in
Fig. 10~a!.

The pressure pulse spectrum forf/fn50.61 for J-groove and
no groove are also shown in Fig. 10~a!. The blade passing fre-
quency~NZ! of the tested pump is 122 Hz. The results show that
the frequency distribution and power spectra for both cases agree
well and there is no rotating stall.

The pressure pulse~not shown! at the hill of J-groove and with
no groove, 9.3 mm downstream of the impeller inlet tip, were seen
to be similar at the BEP for both the cases, but were more unstable
in the case of no groove than at the hill of J-groove. An increased
fluctuation amplitude occurred with decreased flow.

The pressure pulse frequency distribution forf/fn50.61 at

impeller inlet region for the no groove case and hill of the
J-groove are shown in Fig. 10~b!. The results show that the fre-
quency distribution for both the cases are mostly an agreement,
but the power spectra for the no groove cases are higher. These
high power spectra and pressure pulsations in no groove com-
pared to that of J-groove are considered to be due to the strong
inlet swirl.

„6… Criteria of Optimum J-groove Dimension. The effects
of length, depth, width, and number of J-grooves are correlated.
Again the width is more effective than the depth. To gain perfor-
mance curve stability without an efficiency penalty, there must be
consistency among the number, depth, width, length and location
of J-groove.

From the experimental results, a logical number is deduced and
defined as the J-groove Efficient No.~JE No.!.

JE No.5WR3VR3WDR3DLDR (1)

where, WR5Width Ratio i.e., total groove width (n3w) divided
by circumferential casing length at the groove mean depth and
casing mean diameter, VR5Volume Ratio i.e., total groove vol-
ume (n3 l 3w3d) divided by the impeller inlet volume~impeller
inlet area3impeller tip axial length!, WDR5Width Depth Ratio
i.e., w/d and DLDR5Downstream Length Depth Ratio, i.e.,
length of groove downstream of the impeller inlet tip~1l! divided
by depth of groove~d!.

The significance of the JE No. is shown in Fig. 11, where the
abscissa represents the JE No. and the ordinates represent head
instability and drop of maximum efficiency. Here head instability
is defined as the ratio of sudden drop of head coefficient in case of
J-groove compared to the no groove case. Although the uncer-
tainty measurement of efficiency is about 2 percent, Fig. 12
clearly shows the trend of the maximum efficiency drop against
J.E. No. It is seen that to gain perfect stability, the JE No. should
be ^0.17. It can be seen that groove geometry at lower JE No. is
narrow or short or lacks the optimum location~e.g., less insertion
of the groove into the downstream side! or a low number of
grooves. This causes insufficient angular momentum absorption,
and fails to suppress sufficient swirl strength and eventually fails
to gain stability. On the contrary, groove geometry which has a JE
No. larger than 0.17 is too wide or too long or lacks the optimum
location ~e.g., too much insertion of groove into the downstream

Fig. 10 Wall pressure fluctuation. „a… 26 mm upstream of the
impeller outlet tip, „b… 9.3 mm downstream of the impeller inlet
tip

Fig. 11 Criteria of optimum J-groove dimension. Uncertainty
of JE No. is Á6.6 percent
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side! or too large in number of grooves and excessive angular
momentum absorption occurs including strong groove reverse
flow demanding large shaft power and decreases the maximum
efficiency. Hence the optimum groove geometry is that
JE No.50.17.

Conclusions
The conclusions are summarized as follows.
The J-groove of optimum dimension and proper location can

suppress the performance curve instability completely, and can
make a stable pump operation possible for the entire flow range.

The J-groove of optimum dimension and proper location does
not decrease the peak efficiency, rather it increases the efficiency
in the flow range of performance curve instability.

Velocity and pressure measurements have revealed the mecha-
nism of suppressing the instability as described below.

Groove flow flows against the main flow and mixes with the
swirl flow near the impeller inlet tip region, while reducing the
swirl strength and the region of reverse flow in the critical flow
and low flow range. Because the onset of inlet swirl causes a
sudden drop of the pump theoretical head and thus causes the
performance curve instability, the reduction of swirl strength and
the region of the reverse flow by the J-groove makes the perfor-
mance curve instability disappear. The present method thus uti-
lizes absorption of angular momentum by the groove reverse flow
owing to mixing with the swirl flow.

The optimum J-groove dimension and location are determined.
The groove location has key importance and grooves are to be
mounted parallel to the pressure gradient on the casing wall from
the upstream of the impeller leading edge, and should be inserted
into the impeller channel. Grooves those are too deep and wide
decrease the peak efficiency, hence shallow and wide grooves are
recommended.

Pressure pulse measurements depict that there is no rotating
stall either in the case of the J-groove or in the case of no groove.
The J-groove does not create additional pressure pulses.

From the present study, together with the former study@20,21#,
it has been confirmed that the J-groove is a simple common pas-
sive method of suppressing instabilities caused by rotational flow,
such as rotating stall in vaneless and vaned diffusers and perfor-
mance curve instability of a mixed flow pump.
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Nomenclature

A 5 flow area@m2#
b 5 impeller width @mm#

Cp 5 pressure coefficient@Dp/0.5rU2
2#

d 5 depth of J-groove@mm#
g 5 acceleration due to gravity@m/s2#
H 5 total head@m#
l 5 length of J-groove@mm#
n 5 number of J-groove
N 5 revolution per minute@rpm#

Ns 5 specific speed@m, m3/min, rpm#
p 5 pressure@Pa#
P 5 power @N-m/s#
Q 5 flow rate @m3/s#
r 5 radius or radial position@mm#

U 5 impeller speed@m/s#
V 5 fluid velocity @m/s#
V̄ 5 area average velocity@m/s#

w 5 width of J-groove@mm#
z 5 distance from the casing wall@mm#
h 5 efficiency
n 5 kinematic viscosity of fluid@m2/s#
v 5 nondimensional specific speed@(N/60)AQ/(gH)3/4#
f 5 flow coefficient@Q/A2U2#

r 5 density of fluid@kg/m3#
c 5 head coefficient@H/(U2

2/2g)#
Dc 5 drop of head coefficient

t 5 shaft power coefficient@P/0.5rA2U2
3#

Subscripts

1 5 inlet ~at root mean square radius!
2 5 outlet ~at root mean square radius!
m 5 meridional component
n 5 best efficiency point
u 5 tangential component
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Lutz Köstner
Project Engineer,

Salzgitter Pumpen AG, Salzgitter, Germany

Ronald D. Flack
Professor and Department Head,

Department of Mechanical
Aerospace and Nuclear Engineering,

University of Virginia,
Charlottesville, VA 22903-2442

e-mail: rdf@virginia.edu

Effect of Relative Impeller-to-
Volute Position on Hydraulic
Efficiency and Static Radial Force
Distribution in a Circular Volute
Centrifugal Pump
The hydraulic performance and radial hydraulic force characteristics of a circular volute
centrifugal pump are strongly affected by the impeller to volute relative position. For a
typical design configuration the geometric center of the impeller will be coincident with
the volute geometric center. However, assembling a circular volute pump with the impel-
ler center eccentric from the volute center can radically alter both the hydraulic perfor-
mance and the radial hydraulic force characteristics. In particular, at the design flow
coefficient an optimum impeller to volute relative position exists where the efficiency is
maximized and the resultant radial force is minimized. At the optimal relative position a
5 percent and a 3.5 percent increase in the efficiency was realized compared to the
centered positions for the circular and spiral volutes, respectively. In addition the nondi-
mensional resultant radial force at the design flow coefficient was reduced from 0.045 at
the centered position to 0.005 at the optimal position for the circular casing. This value of
radial thrust is similar in magnitude to the radial thrust for the spiral volute operating at
the design flow coefficient. By assembling a circular volute pump with the appropriate
relative impeller to volute position the design simplicity of a circular volute can be
utilized without compromising pump hydraulic performance or radial force characteris-
tics as compared to a typical spiral volute.@S0098-2202~00!02303-8#

Introduction
The need to understand and quantify the hydraulic interaction

forces that are developed by a centrifugal impeller operating in a
volute or diffuser pump is best supported by tracking the history
of research in this area. Binder et al.@1#, Acosta et al.@2#, and
Stepanoff@3# conducted some of the earliest documented investi-
gations on impeller forces in centrifugal pumps. Stepanoff pro-
posed a simple empirical model based on impeller geometry,
pump operating head and the normalized pump capacity for the
calculation of resultant radial forces. Agostinelli et al.@4# ex-
tended Stepanoff’s model to account for the effect of specific
speed on radial forces. Biheller@5# developed a universal equation
to predict static radial pump forces applicable for a wide range of
pump types and operating conditions. Hergt and Krieger@6# mea-
sured the impeller forces and moments on a range of specific
speed pumps with spiral volutes. In addition, the effect of impeller
center with respect to the volute center at 4 equally spaced angular
positions and one eccentricity ratio was reported. Kanki et al.@7#
examined the effect of number of impeller blades on the radial
forces in double volute and vaned diffuser casing pumps.
Chamieh et al.@8# investigated hydrodynamic impeller forces and
stiffness matrices for a single volute and circular volute centrifu-
gal pump. More recently, de Ojeda et al.@9# combined the exit
momentum flux and static pressure distributions around the impel-
ler of a double volute pump to evaluate a total resultant radial
thrust. In addition to experimental investigations, numerous ana-
lytical studies have been undertaken to predict the radial hydraulic
forces in centrifugal pumps, Domm and Hergt@10#, Lorett and
Gopalakrishnan@11#, and Fongang et al.@12# to name only a few.

Despite the voluminous research done on hydraulic forces, very
little work has been reported in the open literature on the effect of
impeller to volute relative position on the hydraulic performance
or radial hydraulic force characteristics of centrifugal pumps. The
present paper investigates the effect of impeller to volute relative
position on both hydraulic performance and radial hydraulic
forces in a circular volute end suction laboratory centrifugal
pump.

Test Apparatus
de Ojeda et al.@9# and Baun and Flack@13# have documented

the pump and flow loop discussed in this paper. Therefore, only
the apparatus details specifically pertinent to the new results pre-
sented in this paper will be reviewed. The nominal design point of
the pump is 6.3 l/s~100 USGPM! at 2.03 m~6.66 ft! total dy-
namic head at an operating speed of 620 rpm. These parameters
give a design specific speed,Ns50.547~1495 US units!, a design
flow coefficient, fn50.061, and a design head coefficient,cn
50.458. The details of the pump hydraulic design are given in
Figs. 1, 2, and 3: the impeller, the spiral volute casing, and the
circular volute casing, respectively. The pump casing consisted of
a radially split pressure chamber into which volute inserts were
installed. The volute inserts were securely located by clamping the
front and back halves of the pressure casing together. O-rings
around the flow path perimeter of the volute inserts ensured a
positive seal between the volute insert and the front and back
pressure chamber walls. The flow path profiles for the different
volute inserts were NC machined from Plexiglas sheets and have
a two-dimensional cross section as shown in Figs. 2 and 3. All
surfaces of the volute flow paths were constructed of polished
~optically clear! Plexiglas. The volute cut water to impeller radius
ratios,r 3CV /r 2 andr 3SV/r 2 , were 1.688 and 1.063 for the circular
and spiral volutes, respectively. The volute throat areas,Ath5L th
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3b352785 mm2 ~4.3 in.2!, are identical between the circular and
the spiral volute casings. Figure 4 shows the normalized hydraulic
performance for the spiral volute, the centered circular volute, and
the circular volute located at the optimal eccentric position~de-
tailed discussion to follow!. The best efficiency head and flow
coefficients of the spiral volute in the centered condition,
cSV,bep,«50[c ref andfSV,bep,«50[f ref , respectively, are used to
normalizeall head and flow coefficient data. To facilitate simple
and direct comparison of the efficiency between the two volutes
and the various relative positions tested, all efficiencies have been
normalized by the efficiency of the centered spiral volute at the
design flow which corresponds to the bep and hence is symbolized
by, hSV,bep,«50[h ref . The mechanical setup, stuffing box seal,
suction shroud seal, magnetic bearings, couplings and shroud
clearances were the same between the spiral volute and the circu-
lar volute at all eccentric test positions. Therefore, normalized
efficiencies greater than one,h/h ref.1, represent an increase in
hydraulic efficiency while normalized efficiencies less than one,
h/h ref,1, represent a decrease in hydraulic efficiency. The pump
rotor is supported radially and axially with magnetic bearings that
also serve as active load cells for the measurement of hydraulic
forces. The static and dynamic properties of the load cells have
been rigorously characterized and a detailed assessment of their
respective measurement uncertainties have been quantified, Baun
et al. @14# and Fittro et al.@15#. In addition, verification of the
hydraulic force measurement capabilities of the apparatus was
demonstrated on a spiral volute centrifugal pump, Baun and Flack
@13#.

Test Program
A testing program was conducted to study the effect of impeller

to volute relative position on hydraulic performance and static
impeller force for a centrifugal pump with a circular volute cas-
ing. The circular volute insert was centered in the front half of the
pressure casing with dowel pins. From this position inside mi-
crometers were used to map the clearance around the outside pe-
rimeter of the volute insert and the adjacent pressure casing wall.
To set the volute in an eccentric position the dowel pins were
removed and gauge-blocks and/or shims were inserted between
the outer perimeter of the volute insert and the adjacent pressure
casing walls. The casing insert was positioned to a tolerance of
0.13 mm~0.005 in.!. For each eccentric test case the casing insert
was repositioned with gauge blocks and clamped firmly in place
between the two pressure casing halves. A search for the relative
impeller to volute position that produced the highest hydraulic
efficiency was conducted by systematically varying the volute
center position relative to the impeller center and measuring the

Fig. 1 Plexiglas impeller

Fig. 2 Spiral volute „SV…

Fig. 3 Circular volute „CV… with definition of impeller eccen-
tricity

Fig. 4 Hydraulic performance: centered SV, centered CV and
optimally located CV „«É0.55, ueÉ46 deg …. „Uncertainties:
DfÕf refÉÁ0.01; DcÕc refÉÁ0.007; DhÕh refÉÁ0.01.…
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resulting pump hydraulic performance and radial force character-
istics. Twenty discrete test positions were used as shown in Fig. 5.
The nondimensional eccentricity ratio,«, and attitude angle,ue ,
of the twenty test positions are given in Table 1.

Experimental Technique
The experimental technique used to make the static/time aver-

aged impeller force measurements was described, in detail, by
Baun and Flack@13#. The only addition to these procedures was to
makein situ force calibrations on each magnetic bearing/load cell.
This was accomplished by applying know weights normal to the
axis of the shaft with a pulley-and-cable apparatus. The compo-
nent of the applied load acting on each bearing was determined
and compared to the indicated bearing force as obtained from
Baun and Flack@13#, Eq. ~5!,

FX5
1
2kthITNTR2TAxR

21NI

FY5
1
2kthITNTR2TAyR

21NI .

The calibration factor,kth , was then adjusted based on a linear
regression of the applied load versus the indicated load. The ad-
dition of this procedure reduced the nondimensional uncertainty
of a typical force measurement from approximately 0.008 to ap-
proximately 0.002. This reduction in the force measurement un-
certainty was primarily achieved by eliminating the strong depen-
dence of the force uncertainty,DF, on the uncertainty in the shaft
centering position,Dx and Dy, within the magnetic bearings as
given by Baun and Flack@13#, Eq. ~7!,
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Approximately 90 percent of the total force uncertainty,DF, was
due to the magnetic bearing gap uncertainties,Dx'Dy
'60.00001 m~60.00025 in.! which in turn are due primarily to
unavoidable system misalignment introduced during apparatus
assembly.

Results

Translation Along Y-Axis „ueÄ35 deg…. A representative
plot of the head and efficiency characteristics for a progressive
series~ue5constant535 deg, 0.364<«<0.818! of impeller to vo-
lute relative positions is shown in Fig. 6. For reference the nor-
malized head coefficient,c/c ref , versus the normalized flow co-
efficient,f/f ref , at the centered position,«50.0, is included. For
low normalized flow coefficients,f/f ref,0.2, thec/c ref charac-
teristic for the centered case is the highest with a shutoff value of
approximately 1.245. In contrast for high normalized flow coeffi-
cients,f/f ref.0.8, thec/c ref characteristic for the centered case
is the lowest. Focusing attention on the characteristics forue
5constant535 deg, 0.364<«<0.818 a clear progression in the
normalized head coefficient is seen as the relative position is
moved along the positivey-axis from«50.364 to«50.818. The
normalized shutoff head coefficient drops from 1.23 to 1.19. The
general shape of the normalized head coefficient curves at low
normalized flow coefficients,f/f ref,0.3, changes from having a
positive slope for«50.364, to being almost flat for«50.545, to
having an increasingly negative slope for«50.636,«50.727, and
«50.818. At higher normalized flow coefficients,f/f ref.0.7, the
variation in the head characteristic between each position is less
pronounced, however, a clear trend is still evident. All the curves,
with the exception of«50.818, intersect between the normalized
flow coefficients of 0.9 and 1.0. At higher flow rates,f/f ref
.1.0, the ordering of the head coefficient curves are reversed
from the ordering at shutoff. The progression in the normalized
efficiency,h/h ref , is more difficult to identify on a lined plot such
as Fig. 6 because the changes are small. As the relative position is
systematically varied from«50.364 to«50.727 two trends are
apparent:~1! The peak normalized efficiency increases from 0.985
to 1.04. ~2! The normalized flow coefficient at which the peak
normalized efficiency occurs increases from 1.0 to 1.1. The peak
normalized efficiency drops to about 1.0 as the eccentricity is
increased to«50.818. The normalized efficiency for the centered
case is the lowest for normalized flow rates above about 0.7.

Representative plots of the magnitude of the nondimensional
resultant radial force,F, and the orientation of the resultant force

Fig. 5 Matrix of test positions. „Uncertainties: D«ÉÁ0.003,
DueÉÁ0.15 deg. …

Table 1 List of test positions for CV
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vector,u f , as a function of the impeller to volute relative position
along theY-axis are shown in Figs. 7 and 8, respectively. These
figures include the forces at the centered position~«50.0! and the
forces for a small positive~«50.092,ue535.0 deg! and negative
~«50.092,ue5215.0 deg! perturbations about the center along the
Y-axis. Figure 7 shows that the centered condition produces the
smallest force magnitude at shutoff,F50.015, but a large force
magnitude,F50.045, at the design flow condition. However, the
force magnitude characteristic for the centered condition is nearly
flat for f/f ref.0.7. In contrast when the impeller is at the relative
position,«50.818,ue535.0 deg, the largest shutoff force is ob-
served,F50.133 and a minimum force,F50.02, is observed at
the normalized flow coefficient,f/f ref'1.2. The general shape of
the resultant radial force characteristic for the positions,«50.545,
0.636, 0.727 and 0.818 are similar to the shape of the resultant
force characteristic of a spiral volute pump. The shape of the
radial force characteristic for a spiral volute pump, which is well
known, is characterized by a maximum at shut-off and a minimum
near the design flow rate, Stepanoff@3#.

Systematic trends in the orientation of the resultant radial force
vector, u f , as the relative position is changed are clearly illus-

trated in Fig. 8. As the relative position is varied from«50.092,
ue5215.0 deg to«50.364, ue535.0 deg the orientation of the
force vector at shutoff changes progressively from 190–58 deg.
The orientation of the force vector at shutoff remains constant at
58 deg for all other eccentricity ratios~«50.545, 0.636, 0.727, and
0.818!. Above the normalized flow coefficient,f/f ref.0.3, the
orientation of the resultant force vectors for the relative positions,
«50.092, ue5215 deg, «50.0, ue50.0 deg, and«50.092, ue
535 deg all converge and become approximately collinear. In ad-
dition, the angular orientation of the force vectors for these three
positions becomes increasingly positive as the flow coefficient
increases~u f'284 deg at runout! indicating that the resultant
force vector is rotating in the direction of impeller rotation. This
contrasts with the angular orientations of the force vectors for
positions,«50.364, 0.545, 0.636, 0.727 and 0.818. These posi-
tions all have a common value,u f'58 deg, at shutoff, are collin-
ear for normalized flow coefficients less than 0.3 and rotate oppo-
site to the direction of impeller rotation as the flow coefficient is
increased. The force orientations at run-out for these five positions
vary progressively from u f'275 deg at «50.364, ue
535.0 deg tou f'30 deg at«50.818,ue535.0 deg.

Force Contour Plots. Nondimensional resultant radial force
contour plots at the normalized flow coefficients,f/f ref50.0, 0.5,
0.75 and 1.0 are shown in Figs. 9, 10, 11, and 12, respectively.
These contour plots were generated using all 20 test cases as
given in Table 1 and shown in Fig. 5. The contour level scales are
consistent between figures. A nondimensional force gradient,
udF/d«u, is defined as the change in force resulting from a change
in relative position. To calculate the force gradient at each flow
rate the hydraulic center, point of minimum force,~or center of
the 0.0–0.01 contour level! was selected. This point will have a
nondimensional force magnitude of approximately 0.005. A line
was extended from the hydraulic center perpendicularly across 3
complete contour levels. The force gradient,udF/d«u, was then
calculated as,~dF[0.035/d«5length of line!. An eccentric test
position corresponding to the hydraulic center was not taken at
each flow rate. Therefore, Figs. 10 and 11 do not show a 0.0–0.01
force contour level and the hydraulic center was approximated as
the center of the lowest contour level shown on each respective
figure. In addition to force magnitude contour levels, Figs. 9–12,
show force orientation vectors,u f , at each of the test positions.

Figure 9, force contours atf/f ref50, shows that the hydraulic
center occurs at the relative position«50.092,ue5305.0 and that
the magnitude of the force gradient,udF/d«u is approximately
0.23. Comparing Fig. 10,f/f ref50.5, to Fig. 9,f/f ref50, re-

Fig. 6 Variation of normalized head coefficient and normalized
efficiency with relative position along Y-axis for the CV. „Un-
certainties: DfÕf refÉÁ0.01; DcÕc refÉÁ0.007; DhÕh ref
ÉÁ0.01.…

Fig. 7 Variation of nondimensional resultant force „F… with
relative position along Y-axis for the CV. „Uncertainties:
DfÕf refÉÁ0.01; DFÉÁ0.002; D«ÉÁ0.003; DueÉÁ0.15 deg. …

Fig. 8 Variation of resultant force vector orientation „u f… with
relative position along Y-axis for the CV. „Uncertainties:
DfÕf refÉÁ0.01; DFÉÁ0.002; D«ÉÁ0.003; DueÉÁ0.15 deg. …
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veals that:~1! As the flow coefficient is increased the hydraulic
center shifts to«'0.2, ue'30.0 deg.~2! The force gradient has
decreased to approximately 0.18 as indicated by a reduction in the
number of contour levels from 13 to 10. Progressing to Fig. 11,
f/f ref50.75, the trends observed between Figs. 9 and 10 are
continued:~1! The hydraulic center has moved up and to the right
and is approximately located at«50.42, ue540.0 deg.~2! The
number of contour levels has decreased to 7 resulting in a reduc-
tion in the force gradient to approximately 0.15. Figure 12, radial
force contours atf/f ref51.0, shows a continuation of the trends
previously observed between Figs. 9, 10, and 11. The hydraulic
center has continued to move up and to the right farther into the
first quadrant and is now located at«50.545,ue546.0 deg. The
number of contour levels has decreased to 5 and the force gradient
has decreased to approximately 0.12. Figures 9–12 show that the
relative impeller to volute positions which minimize the total ra-

dial impeller force at each flow rate form a continuous locus of
points originating near«50.092, ue5305.0 atf/f ref50.0 and
extending in a line oriented atue'46.0. The force gradient de-
creases from approximately 0.23 to 0.12, a factor of 1.9, as the
normalized flow coefficient increases from 0.0 to 1.0,
respectively.

The force orientation vectors,u f , in each of Figs. 9–12 show a
consistent characteristic of radiating outwards~away! from the
hydraulic center with a slight~clockwise! twist in the direction of
impeller rotation. Using this qualitative observation, the force gra-
dients can be resolved into radial and tangential components and
interpreted as radial and cross-coupled position stiffnesses, re-
spectively. The radial position stiffnesses are negative, in the
same direction as the displacements, and the cross coupled stiff-
nesses act in the tangential direction such that forward impeller
whirl will be promoted.

Fig. 9 Nondimensional force contours „F… at the normalized
flow coefficient, fÕf refÄ0.0 for the CV. „Uncertainties: DF
ÉÁ0.002; DfÕf refÉÁ0.01; DjÉÁ0.001; DzÉÁ0.001.…

Fig. 10 Nondimensional force contours „F… at the normalized
flow coefficient, fÕf refÄ0.5 for the CV. „Uncertainties: DF
ÉÁ0.002; DfÕf refÉÁ0.01; DjÉÁ0.001; DzÉÁ0.001.…

Fig. 11 Nondimensional force contours „F… at the normalized
flow coefficient, fÕf refÄ0.75 for the CV. „Uncertainties: DF
ÉÁ0.002; DfÕf refÉÁ0.01; DjÉÁ0.001; DzÉÁ0.001.…

Fig. 12 Nondimensional force contours „F… at the normalized
flow coefficient, fÕf refÄ1.0 for the CV. „Uncertainties: DF
ÉÁ0.002; DfÕf refÉÁ0.01; DjÉÁ0.001; DzÉÁ0.001.…
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Efficiency Contour Plots. A normalized efficiency,h/h ref ,
contour plot at the design flow,f/f ref51.0, is shown in Fig. 13.
The efficiencies used to generate this contour plot are not neces-
sarily the highest efficiencies observed at each particular test po-
sition, but rather the efficiencies at the design flow,f/f ref51.0.
As with the force contour plots, this contour plot was generated
using all 20 test cases as given in Table 1 and shown in Fig. 5.
There are multiple efficiency islands in this plot. However, the
efficiency island centered near«50.545,ue546.0 deg is distinctly
higher than the others, with a maximum normalized magnitude of
1.035. This contour is located at the same relative volute to im-
peller position as the minimum force contour at the design flow
coefficient,f/f ref51.0 ~Fig. 12!. Around this position the effi-
ciency contours are close together, indicating steep efficiency gra-
dients, and the maximum efficiency contour has a small area in-
dicating that the optimum efficiency condition is limited to a small
range of impeller to volute relative positions.

Comparison of Optimum Position With SV and Centered
CV. Figure 4 shows a comparison of the hydraulic performance
for the spiral volute, the centered circular volute~«50.0! and the
optimally positioned circular volute~«50.545, ue546.0 deg!.
The centered circular volute has a lower hydraulic efficiency for
all normalized flow coefficients above 0.5 as compared with the
spiral volute. At the design flow,f/f ref51.0, the centered circu-
lar volute has a normalized efficiency,h/h ref'0.985. However,
the normalized efficiency of the circular volute increases to 1.035
when the impeller is located at the optimal eccentric position.
Figure 14 shows a comparison of the resultant radial force,F, and
the orientation of the force vectors,u f , for the same three volute
configurations. The optimally located circular volute has a radial
force characteristic with virtually identical magnitude to that of
the spiral volute over the complete flow range. However, the an-
gular orientations of the resultant force vectors for the spiral vol-
ute and the optimally located circular volute are quite different.
From shut-off tof/f ref50.5, the angular orientations of the force
vectors are approximately the same at 63.0 deg. Forf/f ref.0.5
the force vector for the spiral volute begins to rotate in the posi-
tive direction~direction of impeller rotation! while the force vec-
tor for the optimally placed circular volute rotates in the negative
direction. Between the normalized flow coefficients, 0.9,f/f ref
,1.1, the orientation angles for both volutes diverge sharply. At

run-out the total angle swept by the force vectors are1192 and
2148 deg for the spiral volute and the optimally located circular
volute, respectively.

The shut-off and run-out vector orientations, the directions of
rotation, and the total angles swept from shut-off to run-out by the
force vectors for the spiral volute and the centered circular volute
are entirely consistent with their respective counterparts as re-
ported in the literature, Stepanoff@3#. Figure 15 is included as a
comparison of the normalized volute areas,Av , as a function of
angular position,uv , measured form the volute tongue for the
spiral volute, centered circular volute~«50.0! and optimally lo-
cated circular volute~«50.545, ue546.0 deg!. The volute area
for the optimally located circular volute converges for 0,uv
,46 deg, diverges for 46 deg<uv,225 deg then converges
again between 225 deg<uv,288 deg before diverging into the
discharge section of the volute. The observed differences in the
angular orientation of the force vector for the optimally located
circular volute are likely due to two factors:~1! The flow exiting
the impeller does not experience a strong interaction with the
volute tongue. In contrast, Miner et al.@16# showed that for a
spiral volute the tongue stagnation point rotates from the dis-
charge~throat! side of the tongue to the inside~impeller side! of

Fig. 13 Normalized efficiency contours „u f… at the normalized
flow coefficient, fÕf refÄ1.0 for the CV. „Uncertainties: DhÕh ref
ÉÁ0.01; DfÕf refÉÁ0.01; DjÉÁ0.001; DzÉÁ0.001.…

Fig. 14 Magnitude and orientation of resultant hydraulic force:
centered SV, centered CV and optimally located CV „«É0.55,
ueÉ46 deg …. „Uncertainties: DfÕf refÉÁ0.01; DFÉÁ0.002;
DueÉÁ0.15 deg. …

Fig. 15 Normalized volute area „A V… versus angular position
in volute „uv…
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the tongue as the flow rate is increased from shutoff. Therefore,
the local high pressure region associated with the tongue stagna-
tion point rotates in the direction of impeller rotation.~2! As the
recirculating flow is accelerated through the converging flow
channel, 0 deg,uv,46.0 deg~Fig. 15!, a Bernoulli effect pro-
duces a low-pressure zone. This low-pressure zone grows as the
capacity is increased, causing the resultant force vector to rotate
towards it, in the direction of the volute tongue or opposite the
direction of impeller rotation.

Conclusions
The effect of impeller to volute relative position on hydraulic

performance and radial impeller force characteristic for a circular
volute casing pump were investigated. The results for a circular
volute casing withr 3CV /r 251.688 were compared with the cor-
responding measurements for a spiral volute casing withr 3SV/r 2
51.063 andNs50.547; the two volutes had the same throat areas.
The following important observations were made:

1 An optimum impeller to volute relative position was found
for the circular volute pump characterized by an eccentricity ratio,
«'0.545, and attitude angle,ue'46.0 deg.

2 At the optimum position an increase in hydraulic efficiency
of about 5 percent and 3.5 percent over that of the centered cir-
cular volute and the spiral volute, respectively, was observed at
the design flow coefficient.

3 At the optimum position the magnitude of the radial force
characteristic for the circular volute is virtually identical to that of
the spiral volute over the full flow range.

4 For low flow coefficients,f/f ref,0.8 the angular orientation
of the force vectors are approximately the same for both the op-
timally located circular volute and the spiral volute. As the flow
coefficient increases above the design coefficient the orientation
of the force vectors diverge, becoming increasingly negative for
the optimally located circular volute and increasingly positive for
the spiral volute. Above the design flow coefficient the force ori-
entation vectors for each volute asymptotically approach a com-
mon value.

5 The head, efficiency, and resultant radial force characteristics
of a circular volute pump can be varied in a systematic fashion by
assembling the pump with the appropriate impeller to volute rela-
tive position.

6 Impeller to volute relative positions exist for which head
curve stability is improved at low flows~shutoff! while the head
coefficient is reduced at bep and runout flows.

7 There exists a locus of impeller to volute relative positions
along which the total force is minimized at a particular flow rate.

8 As the flow coefficient is increased fromf/f ref50 to
f/f ref51.0, the sensitivity of the force gradient to a displacement
away from the point of minimum force decreases.

9 The minimum force line represents a locus of unstable equi-
librium points. As the relative impeller position moves away from
the point of minimum force the components of the force gradient
are predominantly radial, in the same direction as the displace-
ment, with a small tangential component oriented in the direction
of impeller rotation. In a dynamic system where the impeller is
mounted on a flexible shaft these forces will act to destabilize
forward impeller whirl.

The results reported above are for one specific speed,Ns
51495, and one volute to impeller diameter ratior 3CV /r 2
51.688. More studies on the effect of volute to impeller relative
position in circular volute casing pumps of higher specific speeds
and smaller volute to impeller radius ratios are needed. These
additional studies should focus on head curve stability improve-
ments at low flow rates as well as efficiency improvements at high
flow rates. The findings reported in this paper suggest the feasi-
bility of using a circular volute casing in place of a more conven-

tional spiral volute casing while improving the hydraulic effi-
ciency and maintaining virtually the same radial force
characteristic.
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Nomenclature

AV 5 normalized volute flow area (c)/(r 3SV2r 2)
b2 5 flow passage width at impeller exit
b3 5 volute width
c 5 clearance between volute and impeller

ex 5 eccentricity ((x21y2)1/2)
f 5 resultant hydraulic force

F 5 nondimensional force (f /(rpr 2
3v2b2))

g 5 acceleration of gravity
H 5 pump total discharge head

L th 5 volute throat height
Ns 5 specific speed (vQ1/2/(gH)3/4)

Pinput 5 motor torque3v
O 5 volume flow rate
r 2 5 impeller outer radius
r 3 5 volute cut water radius

X, Y 5 coordinate directions
x 5 X direction displacement from center
j 5 nondimensionalx position (x/(r 32r 2))
y 5 Y direction displacement from center
z 5 nondimensionaly position (y/(r 32r 2))
D 5 uncertainty~generic!
« 5 eccentricity ratio (ex/(r 32r 2))
f 5 flow coefficient (Q/(v2pr 2

2b2))
c 5 head coefficient (gH/(v2r 2

2))
v 5 impeller angular velocity
r 5 fluid density
h 5 efficiency (rgHQ/Pinput)
Q 5 volute frame angular coordinate direction
ue 5 eccentricity vector orientation angle~volute frame!
u f 5 force vector orientation angle~volute frame!
u t 5 tongue angle~volute frame!
uv 5 angular position in volute~volute frame!

Subscripts

n 5 SV design conditions
bep 5 best efficiency point
ref 5 reference condition~SV, bep,«50!

Abbreviations

SV 5 spiral volute
CV 5 circular volute
NC 5 numerically controlled
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Effect of Wake Disturbance
Frequency on the Secondary Flow
Vortex Structure in a Turbine
Blade Cascade
An experimental study of the effect of wake disturbance frequency on the secondary flow
vortices in a two-dimensional linear cascade is presented. The flow Reynolds numbers,
based on exit velocity and suction side surface length were 25,000, 50,000 and 85,000.
Secondary flow was visualized by injecting smoke into the boundary layer and illuminat-
ing it with a laser light sheet located at the exit of the cascade. To simulate wakes from
upstream blade rows, a set of spanwise cylinders were traversed across the front of the
blade row. The flow visualization results with a single wake disturbance reveal that the
recovery time of the secondary flow vortex structure decreases as the wake traverse
velocity is increased. The results of flow visualization with multiple wakes showed that
wake disturbance frequencies below the axial chord flow frequency allowed complete
recovery of the secondary flow vortex structure before the next wake encounters the blade
leading edge. Wake disturbance frequencies that exceeded the axial chord flow frequency
resulted in no observable recovery of the secondary flow vortex structure. Axial chord
flow frequency is defined as the axial velocity in the cascade divided by the axial chord
length of the turbine blade.@S0098-2202~00!02203-3#

Introduction
The losses in a turbine stage may be divided into three catego-

ries: endwall secondary flow loss, profile loss, and end wall tip
clearance loss~Sharma and Butler@1#!. Secondary flow in a tur-
bine passage is created by two mechanisms: the boundary layer
interaction with the leading edge creates a horseshoe vortex, and
streamwise vorticity is created in the blade passage from the mo-
mentum defect in the boundary layer as the flow turns through the
blade passage. The vortices entrain the freestream flow and end-
wall boundary layer. As a result, secondary flow regions embody
considerable momentum losses resulting in total pressure losses,
which are detrimental to overall turbine efficiencies.

The development of secondary flow in a stationary linear tur-
bine cascade was documented by Wang et al.@2# using still pho-
tography, smoke wires, and a laser light sheet. Their secondary
flow vortex model accurately depicts the near endwall flow behav-
ior in a stationary linear cascade. Similar flow behavior was ob-
served in the present study, and shall be discussed later.

Low pressure turbine aerodynamics has received greater atten-
tion recently through efforts of Halstead@3#, Murawski et al.@4#,
Qiu and Simon@5#, Lake et al.@6#, and Matsunuma et al.@7#. It is
well established that for some low pressure turbine blades, that as
the flow Reynolds number decrease to low levels the profile loss
increases. In a study of annular cascade flow, Matsunuma et al.
@7# found that as Reynolds numbers decrease, the endwall passage
vortices increase in size, resulting in significantly higher second-
ary flow losses. Gregory-Smith et al.@8#, utilizing a linear turbine
cascade, also showed that as the endwall boundary layer thickness
increases, which occurs as Reynolds numbers decrease, the pas-
sage vortices become broader.

Wake interaction occurs in the gas turbine engine environment
due to the relative motion of the rotors and stators. Numerous
experimental efforts have been conducted in which moving cylin-

ders were placed upstream of test blades to study the effect of
simulated wake interactions on midspan flow phenomena~Doorly
@9#, Dullenkopf et al.@10#, Han et al.@11#, and Halstead@12#!.
Using moving cylinders to study the details of unsteady wake
disturbances on a downstream blade row has proven to be a valu-
able research tool, and we have employed a similar technique in
our work.

Previous research efforts into unsteady wake disturbances on
downstream blade rows have concentrated on the mid-span region
of the turbine cascades. The research presented here will focus on
the effects of wake disturbances on the secondary flow vortices in
the endwall region of a turbine cascade. During wake passing
events, four phenomena contribute to the disturbance of the sec-
ondary flow vortex structure. They are: the dynamic changes to
the inlet flow angle as a result of the velocity deficit in the wake,
the effect of the velocity deficit~negative jet! in the wake, el-
evated levels of turbulence in the wake, and wake disturbance
frequency. The experimental effort presented in this paper will not
address the quantitative distribution of these effects. The vortex
structure will be affected by dynamic changes in the inlet flow
angle. This will not result in the complete destruction of the vor-
tex. Secondary flow vortices will exist in high freestream turbu-
lence environments. However, during a wake passing event the
temporary change in local turbulence level, as well as, the velocity
deficit in the wake compound to destroy the secondary vortex
structure. In the gas turbine engine, wakes from upstream stages
are generated continuously. The frequency of these wakes will
have an effect on the stability of the secondary vortex structures.

The purpose of this research is to investigate the effect of wake
frequency on the secondary flow vortex structure. This research
was conducted in a linear turbine cascade in order to study the
flow field in greater detail than are possible in actual turbine en-
gines. The flow Reynolds numbers were 25,000, 50,000, and
85,000. To visualize the three-dimensional vortices, the boundary
layer flow was seeded with mineral oil smoke and illuminated by
a laser sheet. The illuminated flow was recorded using a high-
speed video camera at 200 frames per second.
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Experimental Method

Experimental Apparatus. A linear cascade was employed to
study the low pressure turbine airfoil. A schematic of the test
apparatus is provided in Fig. 1. Air is pulled through the apparatus
by a 20 HP motor operating a centrifugal blower in the suction
mode. Air flow through the test rig is controlled by a variable
speed motor controller. The wind tunnel inlet bell-mouth directs
the flow through a 53 cm square by 20 cm deep honeycomb flow
straightener. The flow continues through a 7:1 converging nozzle
to the 11.4 cm by 40.6 cm flow channel.

The cascade used in this experiment is illustrated in Fig. 2. It
contains four geometrically identical, low pressure turbine blades
with an axial chord length of 10.36 cm, and a span-to-chord
length aspect ratio of 1.1. The suction surface length is 15.24 cm.
The pitch-to-chord ratio~solidity! is 0.88 and the flow is turned
through 95 deg. The three flow Reynolds number cases in this
study were 25,000, 50,000, and 85,000. Reynolds number is based
on exit flow velocity and suction side surface length.

The wake generator was designed to model an actual gas tur-
bine engine blade passage. The wake generator contains a moving
floor and ceiling shuttle into which cylinders are inserted. The
wake generator assembly is traversed across the tunnel in the
transverse direction. These wake generators traverse, remaining
inline with the linear turbine cascade at all times. The cylinders
are utilized to simulate the wakes generated by the vane row up-
stream of the blade rotor. The cylinders are located 6.35 cm up-
stream of the airfoil row. The wake generator cylinders are 9.5
mm diameter with a 91.7 mm pitch. The cylinders are driven
across the flow path by a mechanism at velocities from 0.5 m/s to
5.0 m/s. The total translation distance was 38.1 cm. The velocity
was sustained by driving a push bar with a 1 horsepower DC
electric motor. The velocity history of the translation slide was
recorded using a slotted bar and a photo-diode assembly.

Flow Visualization. The test section walls are constructed of
clear plastic for visual access to the test section. Smoke was pro-
duced by an Aerolab smoke generator which vaporizes mineral
oil. The smoke from the generator was injected into a 1.6 cm
diameter copper tube located at the upper and lower edges of the
inlet of the bellmouth. The smoke was ejected through fourteen
0.48 cm holes in the copper pipe. The smoke traveled into the
bellmouth and remained within the boundary layer. This method
of flow visualization has some advantages over the smoke wire
method employed by Wang et al.@2# as the wires can create local
turbulence in the flow field, while the method used in this study
does not create extra turbulence. This method has the same limi-
tation of requiring that the Reynolds number remain low in order
to record clear video images. The beam from a 5 W~Nd:YVO4!
laser was expanded into a sheet to illuminate the flow, allowing
imaging of the smoke laden vortices. The laser emitted a visible
beam that was green~532 nm!. The location of the laser sheet is
illustrated in Fig. 2. When the wake generator was not used, video
images were recorded at 30 frames per second using a Panasonic
CCD camera with a 1:1.4 25 mm Electrophysics TV Lens, shutter
speed of 1/500th of a second, and lens aperture of f1.4. When the
wake generator was used, a high speed video system was required
to capture the vortex-wake interaction. High speed video images
were recorded at 200 frames per second using a NAC Inc. camera.
The same lens was utilized, with a shutter speed of 1/2000th of a
second, and an aperture of f2.6.

Instrumentation. Instantaneous local velocities were mea-
sured using a single element hot-wire probe. Mean inlet velocity
and total pressure measurements were made using a pitot-static
probe. The airfoil’s surface static pressures were measured using
22 static pressure ports installed at midspan on the surface of one
blade. The surface static pressure test blade was inserted in blade
position 2 in the test section. One pressure tap is located near the
front stagnation point, nine surface pressure taps are on the pres-
sure side of the test blade and 12 static pressure taps are on the
suction side of the test blade. The ports are connected to stainless
steel tubing manifolded to a Scanivalve selector. Three different
Validyne pressure transducers were used to cover the range of
cascade pressures. Instrumentation output voltages were acquired
using a National Instruments Data Acquisition Board. National
Instruments LabVIEW software was utilized for data acquisition.

The experimental uncertainties were determined based on the
method of Kline and McClintock@13#. The uncertainty of the
velocity measurements resulting from pressure transducers and
single wire, hot wire anemometer velocity measurements was cal-
culated to be less than 2 percent. The maximum uncertainty in the
pressure coefficient was calculated to be less than 4 percent.Fig. 1 Experimental setup

Fig. 2 Test section
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Results

Inlet Velocity Profile. To verify an acceptable inlet flow, a
velocity survey was performed using a single-element hot-wire
probe. The survey was taken two blade chords upstream of the
leading edges of the cascade blades at mid-tunnel height. The
maximum variation from the mean inlet velocity was 3.57 per-
cent, which occurred at a Reynolds number of 50,000. The aver-
age inlet freestream turbulence intensity was 0.61 percent.

Surface Static Pressure Surveys. Figure 3 illustrates the sur-
face static pressure survey for the cascade at the Reynolds num-
bers used in this study. For all Reynolds numbers, the flow is
attached for the whole length of the pressure side, which is the
lower portion of the plot. The suction side is the top portion of
Fig. 3. For all Reynolds numbers, the results show a separation
occurring near 68 percent axial chord on the suction side. The
largest boundary layer separation on the suction side was recorded
for a Reynolds number of 25,000. As the Reynolds number is
increased the point of flow reattachment moves forward, thus de-
creasing the size of the separation bubble. These results are simi-
lar to those reported by Murawski et al.@4# and Murawski and
Vafai @14,15# in the same cascade used in this study, and Qui and
Simon @5# and Lake et al.@6# in larger test rigs with the same
blade goemetry.

Secondary Flow Symmetry. The linear cascade in this ex-
perimental study has a chord to height ratio of one. At low Rey-
nolds numbers, large regions of secondary flow will exist. Figure
4 is an image of the secondary flow as it exits the cascade. A large
vortex is seen in the corner of the endwall and suction side of each
test blade. The vortices at the exit of the cascade have grown to

dominate a large portion of the blade passage. A two-dimensional
flow region is still present at the exit of the cascade on the cen-
terline of each blade. The two-dimensional region is approxi-
mately 2.54 cm in height.

The behavior of the secondary flow seen in this study is very
similar to that observed by Wang et al.@2#. In Fig. 4 the second-
ary flow vortex structure at the exit plane of the suction surface of
the blade contains four vortices. Figure 5 is provided to explain
the origin of these vortices in a linear turbine cascade. Figure 5
was created by applying the Wang et al.@2# flow model to our
present results. The largest vortex is the passage vortex, which is
created from the pressure side leg of the horseshoe vortex system.
From the video it was seen that the passage vortex is very stable,
and remained fixed in place. Two smaller vortices are wrapped
around the passage vortex. Wang et al.@2# had shown that these
vortices are the suction side leg of the horseshoe vortex and a wall
vortex induced by the passage vortex. The fourth vortex is a small
suction side corner vortex which is present in the corner of the
endwall and the suction surface, under the larger multi-vortex
structure.

Wake Generator Motion. Three configurations of the wake
generator were tested. The first case was the wake generator op-
erated without any rods in place to study the effect on the vortex
structure of the moving shuttle without cylinders. The second case
was the wake generator fitted with a single bar, to study the re-
sponse of the secondary flow vortex structure to a single wake
disturbance. The third case was the study of multiple wakes, with
the intention to simulate the blade/wake interaction in real gas
turbine engines.

Figure 6 illustrates typical velocity histories for each of the
wake generator cases. Table 1 provides a summary of the wake
generator characteristics. The wake generator assembly traverses
from the pressure side toward the suction side of the blade set,
moving across the front of the blade set from blade 4 toward blade
1. The wake generator assembly velocity was varied by setting the
wake generator motor at 10 percent, 20 percent, 50 percent, and
80 percent of its maximum speed. The wake generator moves for
0.35 seconds for a motor setting of 10 percent, to 0.1 seconds for
a motor setting of 80 percent. The high-speed video camera
records at 200 frames per second, resulting in 70 frames for a
motor setting of 10 percent and 20 frames for a motor setting of
80 percent. The wake generator assembly motion and the high
speed video camera frame rate was more than adequate to record
the reaction of the vortex structure to the flow disturbances.

Characteristics of Wakes From Cylinders. The wake gen-
erator assembly was traversed at different speeds which results in
wakes with different characteristics. Table 2 presents the charac-
teristics of the wakes from the wake generator cylinders. This
experiment was conducted at three different Reynolds numbers

Fig. 3 Static pressure survey

Fig. 4 Secondary flow vortex structure at the Cascade Exit
Plane

Fig. 5 Secondary flow vortex structure model
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~25,000, 50,000, and 85,000! and four motor generator settings
~10 percent, 20 percent, 50 percent, and 80 percent of total motor
speed!. The relative inlet angle of the wake approaching the blade
set varies with changes in the flow Reynolds number and wake
generator traversing velocity. At a steady inlet velocity, as the
velocity of the wake generator cylinder increases the relative inlet
angle of the wake approaching the blade goes down. For the case
of Reynolds number of 25,000, the inlet angle varies by threefold
from about 36 degrees at low wake generator speed~wake gen-
erator motor setting of 10 percent! to 13 degrees at the highest
wake generator speeds~wake generator motor setting of 80 per-
cent!. At the higher Reynolds number case of 85,000, the change

in inlet angle is about 5 to 3. The change in flow Reynolds number
and relative inlet angle of the wakes has an effect on the wake/
blade secondary flow interaction.

Table 2 shows that the Reynolds numbers~based on relative
velocity and cylinder diameter! from the wake generator cylinders
remain below 9000. The relative velocity is the velocity the wake
generator cylinder experiences by vector addition of the inlet flow
velocity and motion of the wake generator. At these Reynolds
numbers, the boundary layer on the wake generator cylinder is
laminar and the boundary layer will separate at 80 degrees from
the leading edge of the cylinder~Incropera and DeWitt@16#!.

The characteristics of the wakes from the cylinders were not
measured in this study. However, the cylinder wake characteris-
tics should not differ from the result reported by Halstead et al.
@12#. Halstead et al.@12# measured the wake characteristic of cy-
lindrical rods and summarized their findings in several graphs
which we will use to estimate wake width, total velocity deficit,
peak turbulence intensity and turbulence intensity width. The
width of the cylinder wake at the leading edge of the downstream
blades was 1.905 cm. The total velocity deficit of about 25 per-
cent, peak turbulence intensity in the cylinder wake of 14 percent,
and turbulence intensity wake width of 3.096 cm.

Moving Wake Generator Cases

Moving Shuttle With No Wake Generators.Moving the
shuttle with no wake generators was investigated to determine if a
short duration moving floor segment ahead of the blade set would
destroy the secondary vortex structure. In this case, the 50-cm
wide shuttle moves in front of the blade set, from the suction side

Fig. 6 Wake generator velocities with motor control set at „a… 10 percent, „b… 20 percent, „c… 50 percent, and
„d… 80 percent

Table 1 Wake generator characteristics
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toward the pressure side of the blade. For all the flow cases the
reaction of the secondary flow is similar. The moving wall seg-
ment in front of the blade set does not destroy the vortex struc-
tures. None of the vortices appear to change size during the dura-
tion of the shuttle movement. The passage vortex is pulled closer
to the suction side. The vortices that ride on top of passage vortex
are also pulled toward the suction surface. The suction side corner
vortex remains intact and is also pulled toward the corner as the
floor traverses across the front of the blade set. As the velocity of
the traversing floor is increased, the vortices react in the same
manner. The secondary flow vortices respond quicker as the speed
of the shuttle is increased. The moving floor never destroys the
secondary flow vortex system. However, the vortices respond
more quickly to the increased speed of the flow disturbance.

Single Wake Disturbances. A single wake generator rod was
traversed across the front of the blade passage to document the
reaction and recovery behavior of the secondary flow vortex struc-
ture. The data collected in Table 3 were recorded using a constant
source laser and a video camera with a 200 Hz frame rate. Images
captured from the high speed video camera were not of sufficient
quality for presentation in printed form. For illustrative purposes,
clearer images were recorded using a pulsed laser and a digital
camera with a frame rate of 30 Hz. Figure 7 presents the flow
visualization results with one wake disturbance event using the
pulsed laser. The flow behavior seen is exactly the same as that
captured by the high frame rate camera. An undisturbed vortex
structure is seen in Fig. 7~a! because the single wake generator
has not been activated. The vortex structure is relatively stable

and similar to that seen in Fig. 4. Blade 2 is located at the center/
right portion of Fig. 7. Blade 3, which is on the left side of Fig. 7,
shows an undisturbed vortex structure in both images. In Fig. 7~b!
the single wake generator cylinder is located upstream of Blade 2.
At the left of Fig. 7~b!, the vortex structure on blade 3 is intact. At
the center/right portion of this image the single wake generator
cylinder destroys the secondary flow structure.

A single wake disturbance is sufficient to temporarily disrupt
the vortex structure. The vortex structure was disrupted in every
case. Once the wake disturbance had passed, the secondary vortex
structure re-establishes quickly. The disruption-to-recovery time
recorded by the time-indexed high-speed video recorder varied
with the wake generator motor speed and is presented in Table 3.
This table shows that for the lower Reynolds number cases
~25,000 and 50,000! the vortex recovery time is reduced by half

Fig. 7 Flow visualization with single wake passing event. „a…
Undisturbed vortex structure; „b… one vortex structure intact
and one vortex structure destroyed

Table 2 Characteristics of the wake generator cylinder Table 3 Single wake vortex recovery results
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when comparing the lowest~10 percent! and the highest~80 per-
cent! wake generator motor settings. For a Reynolds number of
85,000, the vortex recovery time does not differ in each case. For
the lower Reynolds number cases the vortex recovery time is af-
fected by the large change in relative inlet angle and wake Rey-
nolds number. Using Table 2 and Table 3, it is seen that the
largest drop in vortex recovery time occurs when the relative inlet
angle is halved. For example, at Reynolds number 25,000, the
vortex recovery time~Table 3! significantly reduces from wake
generator motor setting of 10 percent to 50 percent. However,
when the Reynolds number is 85,000, the relative inlet angle only
decreases by 40 percent from the lowest to highest wake generator
motor setting, resulting in only a minimal change in vortex recov-
ery time.

For the lower Reynolds number cases, it was shown that the
time for vortex recovery decreased because the relative angle of
the wake had decreased. Each wake of the wake generator cylin-
der may be viewed as a local region of highly turbulent, momen-
tum deficient flow. Each blade cuts the wake as it interacts with
the blade’s leading edge, then each passage swallows a highly
turbulent slug of wake flow. When the relative angle of the wake
is decreased, the interaction time at the leading edge is decreased
and the quantity of turbulent flow through the blade passage is
also decreased. These factors result in a quicker vortex recovery
time.

Figure 8 illustrates a single wake disruption of the vortex sys-
tem in the linear cascade. The following sequence of wake and
vortex interaction resulted from studying the high-speed video
images. As the shuttle containing the single wake disturbance cyl-
inder moves, the entire vortex structure reacts to the motion of the
floor ahead of the blade set by migrating closer to the suction
surface. The wake first strikes the pressure side of blade 3. The
wake is cut by blade 3, at the same time the leading edge horse-
shoe vortex is destroyed. The cut wake begins to convect through
the blade passage. When the wake encounters the suction side of
blade 2, it disrupts the pressure side leg of the horseshoe vortex
system. At the same time that this occurs, the leading edge of
blade 2 will cut the wake, creating a highly turbulent slug that will
move through the blade passage. The highly turbulent slug is too

well mixed to contain coherent vortex structures. Before the wake
contacts blade 2, the horseshoe vortex system on blade 3 has
recovered from the single wake disturbance. Immediately follow-
ing the wake, the passage vortex reappears briefly without the top
riding pressure side leg of the horseshoe vortex system. After-
wards, three smaller vortices~wall vortex induced by the passage
vortex, suction side leg of the horseshoe vortex system and suc-
tion side corner vortex! rejoin the passage vortex in a semi-stable
system. It should be reiterated that this process occurs in a small
window of time, from disruption to resurrection of the secondary
flow vortex system.

Multiple Wake Disturbances. All the wake generator cylin-
ders were installed to record the reaction of the secondary flow
vortex structure with multiple wake disturbances. The observa-
tions in Table 4 were recorded by using a constant source laser
sheet and a high speed~200 Hz frame rate! video camera. How-
ever, as in the previous section, the video images were not of
sufficient quality to present in printed format. Therefore, for illus-
trative purposes, Fig. 9 presents the flow behavior for multiple
wake passing events with images recorded using a pulsed laser
and a digital camera~30 Hz frame rate!. The flow behavior out-
lined in Fig. 9 is similar to the flow behavior seen on the high
speed video. The disruption of the secondary flow vortex system
is a very dynamic process. Figure 9~a! shows the undisturbed
vortex structure, prior to the start of the wake generation. The
wake generator moves from left to right in this figure. In Fig. 9~b!
the multiple bar wake generator has entered the wind tunnel and is
disturbing the vortex structure on blade 3~left side of image!,
while the vortex structure from blade 2~center/right side of im-
age! remains intact. Fig. 9~c! shows the vortex structure has re-
covered on blade 3 as the wake generator has moved to a point
midway between the cascade blades. The vortex structure is intact
on blades 2 and 3. In Fig. 9~d!, cylinders on the multiple bar wake
generator have moved to a point in front of each cascade blade
and results in the destruction of the vortex structure on both
blades 2 and 3.

For each case the bar spacing is held constant. The velocity of
the wake generator shuttle changes from case-to-case which re-
sults in a change in passing frequency of wake disturbance events.
Referring to Table 1, as the velocity of the wake generator system
increases the frequency of the wake increases. It should be noted
that at a turbine blade flow Reynolds number of 50,000, the time
for the flow to traverse the blade set in the axial direction is
approximately 0.0382 seconds. This may also be restated as an
axial chord flow frequency. The frequency of axial flow through
the turbine blade cascade, is 26.2 Hz. The axial chord flow
frequency (f f) for each Reynolds number case is provided in
Table 4.

Figure 10 illustrates the multiple wake passing results observed
with the high speed video camera for a Reynolds number of
50,000. At the lowest wake generator motor setting~10 percent
and 20 percent!, it was observed that the vortex structure was
disrupted by each wake passing event. However, the time between
each wake passing event is long enough to enable the vortex

Fig. 8 Single wake flow model

Table 4 Multiple wake vortex recovery results
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structure to recover~see Table 4!. The vortex pattern was short
lived, and was quickly disrupted by the next wake passing event.
At higher wake generator motor speeds~wake generator motor
setting of 50 percent and 80 percent!, the interval between wake
disturbance is so close that it will not allow the secondary flow
vortex structure to regenerate.

The wake disturbance destroyed the vortex structure in a simi-

lar manner as seen in the single wake disturbance case. Once the
wake passes the leading edge of the blade, the horseshoe vortex
begins to regenerate. For the Reynolds number case of 50,000, the
single wake passing disturbance case at 10 percent and 20 percent
wake generator motor setting established that the vortex structure
would reassert itself in 0.06 seconds~16.6 Hz!. As seen in Table
4, the 10 percent and 20 percent wake generator motor setting
case for multiple wakes established wake frequency of about
11.66 and 19.73 wakes per second, respectively. Since the time
between wakes in the 20 percent case is less than the single wake
vortex reestablishment time of 0.06 seconds, we may conclude
that vortex recovery time is not as important as the ratio of wake
disturbance frequency to axial chord flow frequency. For both low
wake generator motor setting cases the frequency of the wakes
was below the axial chord flow frequency of 26.2 Hz. The sec-
ondary flow vortex system is able to reestablish and grow through
the blade passage before the next wake hits the blade leading
edge.

For Reynolds number of 50,000 and wake generator motor set-
tings of 50 percent and 80 percent of the maximum power, there
was no visible recovery of the secondary flow vortex structure at
the exit of the blade passage. Table 4 shows that the wake distur-
bance frequency for the wake generator motor setting of 50 per-
cent and 80 percent was 40.23 Hz and 52.11 Hz, respectively.
These wake frequencies exceed the turbine axial chord flow fre-
quency of 26.2 Hz. There is not sufficient time between wake
passing disturbances to allow for the recovery of the secondary
flow vortex structure in the blade passage.

Table 4 shows that the trend described above is valid for the
other Reynolds numbers. The vortex structure only recovers when
the frequency of the wake disturbances are below the axial chord
flow frequency.

Conclusions
The present study investigated the reaction of the secondary

flow vortex structure in a turbine cascade with variable wake fre-
quency. Reynolds number was varied from 25,000, 50,000, and
85,000. The secondary vortex structure recorded in this study was
compatible with established secondary flow theory. Cylinders

Fig. 9 Flow visualization with multiple wake passing events.
„a… Undisturbed vortex structure; „b… One vortex structure de-
stroyed and one vortex structure intact; „c… Upstream wakes
about to destroy vortex structures; „d… Upstream wakes de-
stroying both vortex structures

Fig. 10 Multiple wake with vortex recovery flow model
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were traversed across the front of the blade row to simulate tur-
bine blade disturbances. The velocity of the wake generator as-
sembly was varied from 1.0 m/s to 4.8 m/s. The high-speed cam-
era, with a frame rate of 200 frames per second, proved adequate
to visualize the reaction of the vortex structure to the flow
disturbances.

The flow visualization was carried out for three different cases.
First, the movement of the wake generator shuttle with no wake

generators was investigated. The short duration shuttle motion
without wake generators did not destroy the secondary flow struc-
ture. In each case, vortices remained intact and were temporarily
pulled to the pressure side of the turbine blade. The vortex struc-
ture returned to its original configuration when the wake generator
shuttle stopped moving. The vortices respond quicker, but in a
similar manner, as the shuttle speed was increased.

Next, a single wake generator rod was placed in the shuttle and
traversed across the front of the blade set at various velocities.
The single wake disturbance temporarily disrupted the vortex
structure. When the relative inlet angle of the wake was decreased
by half, from the low to high speed wake generator assembly
cases, the vortex recovery times were decreased by half. The
higher wake generator velocity resulted in a decreased relative
inlet angle and a decreased quantity of higher turbulence wake
flow through the blade passage. It was observed that the second-
ary vortex structure began to recover even while a neighboring
blade is immersed in a wake disturbance event.

Finally, all the wake generators were installed and run at varied
velocities. The space between the wake generator cylinders was
kept constant which created wake disturbance frequencies from 12
Hz to 52 Hz. It is shown that to sustain the destruction of the
secondary flow vortex structure, the wake disturbance frequency
must exceed the axial chord flow frequency. When the wake dis-
turbance frequency is below the axial chord flow frequency, the
secondary flow vortex structure is able to re-establish itself be-
tween each wake disturbance event.

The ratio of wake passing frequency to axial chord flow fre-
quency in a gas turbine engine will be dependent on the number of
blades, rotational speed, and the mass flow through the engine.
Secondary flows create the second greatest profile losses in the
high-pressure turbine stage~film cooling losses are the greatest!.
Low-pressure turbines contain blades with larger aspect ratios,
therefore the secondary flows have a lesser affect on total profile
losses. If these vortices are attenuated, the resulting reduction in
total pressure loss will result in improved stage performance.
Most high-pressure turbine stages will have a ratio of wake pass-
ing frequency to axial chord flow frequency greater than 1, there-
fore the secondary flow vortex structure will not recover between
wake disturbances. In the low-pressure turbine, at certain design
points, the secondary flow vortex structure will recover between
wake disturbance events.
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Nomenclature

Cp 5 local pressure coefficient ((PTin2PSi)/
1
2 rUOUT

2 )
d 5 wake generator cylinder diameter
f f 5 axial chord flow frequency
f w 5 wake disturbance frequency

PSi 5 static pressure along the blade surface
PTin 5 total pressure at inlet of the blade set

Re 5 Reynolds number (UOUT ~SSL!/v)
SSL 5 suction surface length

Tu 5 freestream turbulence intensity (urms8 /ūlocal)
UOUT 5 average velocity out of the blade set

urms8 5 root mean square of fluctuating component of stream-
wise velocity

ūlocal 5 local mean streamwise velocity
x 5 distance downstream from cylinder
v 5 kinematic viscosity
r 5 density
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Numerical Study of the Thrust,
Energy Consumption, and
Propulsive Efficiency of a Three
Joint Bending Propulsion
Mechanism
In our previous paper, we proposed a numerical method based on the discrete vortex
method for a bending propulsion mechanism of fish or cetaceans in water, and we dem-
onstrated its validity by comparing the results with an experiment using a three joint
bending propulsion mechanism. In this paper, using this numerical method, we will ana-
lyze the characteristics of the thrust, energy consumption, and propulsive efficiency of a
three joint bending propulsion mechanism in terms of normalized propulsive speed and
the phase differences of the adjacent joints. We found that the thrust decreases due to the
increase in the lift force as the normalized propulsive speed increases when all the joints
move in phase. We also found that the propulsive efficiency has a maximum value when
the normalized propulsive speed is 0.8 and when all the phase differences between the
joints are 100 degrees.@S0098-2202~00!01203-7#

1 Introduction
The swimming movements of fish or cetaceans~accompanied

by the undulatory motion of their bodies! is of interest to scientists
and engineers; therefore, this topic has been studied by many
researchers from a hydrodynamical perspective. One primary sub-
ject in this field of research is the lunate tail, which is seen among
fast swimming animals. Lighthill@1# applied the two-dimensional
airfoil theory of aerodynamics to the caudal fin of fish and ana-
lyzed the characteristics of the thrust and the propulsive efficiency
in terms of the amplitude ratio between the heaving and pitching
motions and the location of the pitching axis. He found that the
maximum propulsive efficiency value of the fin exceeds 90 per-
cent if the flow does not separate from the fin. Following Light-
hill’s study, there have been many theoretical studies about the
same topic. Wu @2#, for example, also analyzed the two-
dimensional flat wing and compared his theory with experimental
measurements of a porpoise’s tail. Katz and Weihs@3# analyzed
the propulsive performance of an airfoil with chordwise flexibil-
ity. Chopra@4,5# extended this study to include three-dimensional
rectangular wing and two-dimensional wing with large amplitude.
In addition, Chopra and Kambe@6#, Cheng and Murillo@7#, Bose
et al.@8#, and Karpouzian et al.@9# studied the performance of the
three-dimensional lunate tail. Triantafyllou et al.@10# showed ex-
perimentally that the optimal efficiency of an oscillating foil is
obtained at the frequency of the maximum amplification of the
wake vortices.

Another important subject is their undulatory bodies. Lighthill
@11# applied the slender body theory of aeronautics to the trans-
verse oscillatory movements of slender fish whose cross-section
varies gradually. He showed that the propulsive efficiency~which
is defined as the ratio of the forward work necessary to overcome
frictional drag and the total work necessary to produce both thrust
and vortex wake is essentially very high. Wu@12# extended this
theory to include slender fish, whose transverse cross-section to
the rear of their maximum span section was a lenticular in shape

with pointed edges. Katz and Weihs@13# analyzed a slender wing
with passive chordwise flexibility. Cheng et al.@14# developed the
fully three-dimensional rectangular or triangular plate theory.

The authors’ final goal, which will be discussed in a future
paper, is to design and produce a bending propulsion mechanism
for practical use. However, since it is not desirable from a me-
chanical perspective to build a mechanical and control system
with numerous joints which can completely simulate the smooth
undulatory motion of fish or cetaceans by their highly flexible
spine, we will have to design a propulsion mechanism with fewer
joints which can be built and controlled easily. Therefore, first, we
have to establish a theoretical method which is applicable to that
types of multiple joint propulsion mechanism and will have to
analyze the mechanics of propulsion mechanism because all of the
studies to date~as we mentioned above! are not about a multiple
joint propulsion mechanism but are about the lunate tail~one
plate! or the undulatory body~smoothly waving plate!.

Therefore, the authors have already developed a numerical
method which is suitable for multiple joint propulsion mechanism
based on the discrete vortex method in our previous paper~Na-
kashima and Ono@15#!. The discrete vortex method is widely
used to calculate the flow around simple objects~for example, an
airfoil with separated flow done by Katz@16#!, and it is easy to
formulate and requires less calculation than other more precise but
time-consuming numerical methods~for example, the finite differ-
ence and the finite element methods!. We also have shown its
validity by comparing its results with an experiment about a three
joint propulsion mechanism and found that the experimental pro-
pulsive speeds were 65–80 percent of the predicted values.

The goal of this paper is not to study the characteristics of the
propulsive speed~which was done in our previous paper!, but to
provide other important propulsive characteristics~i.e., thrust, en-
ergy consumption, and propulsive efficiency! of a three joint
bending propulsion mechanism using our developed method.
Since the motion of the mechanism has too many degrees-of-
freedom to analyze it globally, we therefore have focused on the
motion of a more simple one, i.e., with the same amplitudes of the
joint angles for all three joints and with uniform phase differences
of the adjacent joint angles.
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2 Numerical Method and Definition of Analyzed
Quantities

Figure 1 illustrates an analytical model of the four-link and
three-joint bending propulsion mechanism in water. We have as-
sumed that the leading edge of the first link can move freely only
in the x direction because our experimental setup has a structure
that uses an air slider to avoid the instability of an unsupported
mechanism. According to the discrete vortex method, the shear
layers shed from the trailing edge of the bending propulsion
mechanism and the boundary of the mechanism are approximately
represented by the point vortices. Pressure forcesFpx and Fpy
~which act on the bending propulsion mechanism! can be calcu-
lated by the following Blasius equation

Fpx2 iF py5
ir

2 R
C
S dW

dz D 2

dz1 ir
]

]t R
C
W̄dz̄. (1)

Using the point vortices, Eq.~1! is rewritten in the form
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In the square bracket of Eq.~2!, the first term represents the quasi-
steady lift force, the second represents the lift force due to the
shed vortices in the wake, and the third and fourth represent the
inertial force of the added mass of fluid.

Since drag due to fluid viscosity cannot be taken into account in
the discrete vortex method, this type of drag has been empirically
identified in an experiment that measured the flow speed of the
tank and the drag~Nakashima and Ono@15#!. From that experi-
ment, we found that dragFD for our experimental setup can be
represented as the function of flow speedU in the form

FD50.327 U1.7 @N#. (3)

The mass of the bending propulsion mechanism is represented
by a set of discretized lumped masses (m( j )). The joint angles of
the mechanism change sinusoidally in the form

up~ t !5up maxsin~vt2Fp! ~p51;3, F150!. (4)

Thus, the motion of the mechanism is determined by solving the
following two equations of motion
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M

Tu~ j ! (6)

where Eqs.~5! and~6!, respectively, represent the translation mo-
tion in thex direction for the mass center and the angular motion
around the mass center. These two motions are solved simulta-
neously with the boundary conditions of the fluid flow. We have
presented an iterative calculation for this coupled system and have
discussed its validity in a previous paper~Nakashima and Ono
@15#!.

Since the motion of the mechanism has too many degrees-of-
freedom to analyze it globally, in this paper, we have focused on
the motion of a more simple one, i.e., with the same amplitudes of
the joint angles for all three joints and with uniform phase differ-
ences of the adjacent joint angles. We should note that the motion
of the mechanism in this simplification can represent the traveling
wave motion if the number of joints is large enough. This uniform
phase difference is represented for a three joint mechanism in the
form

F25f0 , (7)

F352f0 . (8)

In the computer simulation, all quantities were calculated in the
normalized system. The steady average propulsive speed is de-
fined asŪ where the symbol̄ represents the averaged value.
Using L andT, Ū is normalized in the form

Ū* 5ŪT/L (9)

where* represents the normalized value.
The normalized input power required for the motion is com-

puted as the sum of the required power of the three joints. All of
the power of the joints is calculated as the product of the normal-
ized torque and the bending angular speed. Thus, the normalized
power is represented as

E* ~ t !5(
p51

3

Tp* ~ t !
]up

]t
. (10)

The normalized averaged energy consumptionĒ* is defined as
time average ofE* (t) over one period of time. We have further
defined propulsive efficiencyh as the ratio of the normalized av-
erage energyĒf x* consumed for the drag due to fluid viscosity in
one period of time to the total consumed energyĒ* , in other
words,

h5
Ēf x*

Ē*
. (11)

In addition, energy consumptionĒ* can be divided into four com-
ponents in the form:

Ē* 5Ēpx* 1Ēf x* 1Ēpy* 1Ēf y* (12)

whereEpx andEpy are the energy consumed for the pressure force
in the x direction and they direction, and theEf y is the energy
consumed for the drag due to fluid viscosity in they direction.
Since the pressure force and the drag due to fluid viscosity inx
direction balance for the one period in steady state, we can say
thatĒpx* .2Ēf x* when the velocity of every position of the mecha-
nism in thex direction can be regarded as equal. SinceĒf y* is very
small, we finally obtained

h.
Ēf x*

Ēpy*
5

2Ēpx*

Ēpy*
. (13)

This relationship of propulsive efficiencyh is used in Section 3.3.
Fig. 1 Analytical model of a three joint bending propulsion
mechanism
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3 Results and Discussion

3.1 Thrust Characteristics When f0Ä0 Deg. First, we
analyzed the thrust characteristics in terms of the normalized pro-
pulsive speed. Figure 2 shows the thrust~pressure force! F̄px* , its
componentsF̄px1* , F̄px2* , and dragF̄D* as the function of normal-
ized propulsive speedŪ* when all of the joint amplitudes are 5.2
deg. The inertial force of the added massF̄px1* comes from the
first and second terms of Eq.~2!, and lift forceF̄px2* comes from
the third and fourth terms. Thus, the sum of componentsF̄px1* and
F̄px2* equals total thrustF̄px* . Note that, in this calculation, the
propulsive speed is not solved by our iterative method but is given
beforehand as the constant value. Therefore, the force balance in
the x direction is not yet retained. ComponentsF̄px1* , F̄px2* and
their resultant forceF̄px* are defined as positive values when they
produce a positive thrust, whileF̄D* is defined as a positive value
when it produces positive drag.

Figure 2~a! shows the results whenf050 deg and~b! shows
the results whenf05100 deg. These two values of phase differ-
encef0 were chosen because they are special values. In other
words, we have already found that the highest propulsive speed is
obtained whenf050 deg~Nakashima and Ono@15#!, and we will

see in Section 3.3 that the highest propulsive efficiency is ob-
tained when f05100 deg. As seen in Fig. 2~a!, when f0

50 deg,F̄px* is almost constant in the range of smallŪ* and then
quadratically decreases asŪ* increases. The value ofŪ* where
the F̄px* -line and theFD* -line intersect is the equilibrium normal-
ized propulsive speed.

Let us consider this characteristics of thrustF̄px* in light of its
componentsF̄px1* and F̄px2* . As seen in Fig. 2~a!, inertial force
F̄px1* is almost proportional toŪ* . This is because the inertial
force of the added mass is proportional toGbv* ~as shown in Eq.
~2!! andGbv* is almost proportional toŪ* . However,F̄px1* has a
positive certain value asŪ* decreases to zero. This is because
Gbv* does not become zero whenŪ* is zero because of the motion
velocity of the mechanism. On the other hand, lift forceF̄px2*
quadratically decreases. The reason for this is that the lift force is
proportional to (Gbv* •Ū* ) ~as shown in Eq.~2!! and thatGbv* is
almost proportional toŪ* . The reason why the lift force is nega-
tive is that the pitching motion of the whole mechanism is a re-
active motion. Therefore, the resultant forceF̄px* is almost con-
stant in the range of a smallŪ* and then quadratically decreases
as Ū* increases.

Let us examine the above-mentioned results schematically. Fig-
ure 3 shows the motion of the bending propulsion mechanism
during a half of a period of time for various normalized speeds,
where the leading edge of the first link is arranged at the same
point although it propels. In Fig. 3, for a small normalized pro-
pulsive speed~Fig. 3~a!, for example!, the bending motion of the
mechanism is dominant while the pitching motion of the whole
mechanism is much smaller. On the other hand, as for a large
normalized propulsive speed~Fig. 3~e!, for example!, the pitching
motion of the whole mechanism seems to be dominant and its
bending motion is much smaller than the pitching motion. This
pitching motion is caused by the lift force that is produced by
uniform flow Ū* with the mechanism’s cambered posture. There-
fore, the lift force becomes dominant in the case of a large nor-
malized propulsive speed.

Fig. 2 Thrust F̄px* , its components F̄px 1* , F̄px 2* , and drag FD* as
functions of Ū* when up maxÄ5.2 deg „pÄ1È3…: „a… f0
Ä0 deg, „b… f0Ä100 deg

Fig. 3 Motions of the bending propulsion mechanism during
half a period of time: „a… Ū*Ä0.31, f0Ä0 deg, „b… Ū*Ä0.62,
f0Ä0 deg, „c… Ū*Ä1.11, f0Ä0 deg, „d… Ū*Ä1.88, f0Ä0 deg,
„e… Ū*Ä2.14, f0Ä0 deg, „f… Ū*Ä0.16, f0Ä100 deg

616 Õ Vol. 122, SEPTEMBER 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3.2 Thrust Characteristics Whenf0Ä100 deg. Next, Fig.
2~b! shows the thrust characteristics whenf05100 deg. Here, the
inertial force of the added massF̄px1* is positive whenŪ* '0.
However, it decreases asŪ* increases in contrast to the case of
f050 deg. This difference between two cases is caused by the
difference between the two motions of the mechanism. In other
words, whenf050 deg, the posture of the mechanism becomes a
cambered shape, as is shown in Figs. 3~a!–~e!. However, when
f05100 deg, the motion of the mechanism is thought to be an
undulatory~traveling wave! motion ~although it is not clearly ob-
served in Fig. 3~f!! because the second joint is lagged for 100 deg
behind the first joint and the third joint is also lagged for 100 deg
behind the second joint. As for this traveling wave motion, thrust
is produced when the traveling speed of the wave is faster than the
propulsive speed. Therefore, when the traveling speed is constant
~i.e., phase differencef0 is constant!, the increase in the propul-
sive speed causes the thrust to decrease, as is seen in Fig. 2~b!.

On the other hand, lift force componentF̄px2* is very small for
all Ū* value. This is caused by the fact that the mechanism almost
doesn’t have a cambered posture~which causes the lift force! in
contrast tof050 deg.

3.3 Characteristics of Energy Consumption and Propul-
sive Efficiency. Figure 4 shows propulsive efficiencyh as the
function of phase differencef0 for various normalized propulsive
speedŪ* . As is shown in this figure, propulsive efficiencyh
reaches its maximum whenf05100 deg andŪ* '1.0. Thus, we
have shown more detailed characteristics of propulsive efficiency
h in terms of normalized propulsive speed whenf05100 deg in
Fig. 5. As shown in this figure, propulsive efficiencyh was at its

maximum ~0.65! when Ū* 50.8. In order to examine these re-
sults, let us consider the characteristics of the energy consumption
components. Figure 5 also shows the averaged energy consump-
tion componentsĒpx* , Ēpy* as functions of Ū* when f0

5100 deg. As seen in Fig. 5,2Ēpx* is zero whenŪ* '0, and at
first increases asŪ* increases, but, finally, rapidly decreases. This
is caused by the fact that the thrust decreases monotonously from
a positive value atŪ* '0 ~as is shown in Fig. 2~b!! and that
2Ēpx* is the product of the thrust andŪ* . On the other hand,Ēpy*
at first increases from a positive value, and decreases after peak-
ing, as is seen in Fig. 5. Therefore, propulsive efficiencyh ~which
is the ratio of2Ēpx* to Ēpy* as shown in Eq.~13!! increases first
from zero asŪ* increases, and, finally, rapidly decreases.

4 Conclusions
In this paper, we numerically analyzed the characteristics of the

thrust, the energy consumption, and the propulsive efficiency of a
three joint bending propulsion mechanism in which all the joints
have the same amplitudes and uniform phase differences. The
results are summarized as follows:

1 From an analysis of the thrust characteristics, we found that,
when all the joints moved in phase, the inertial force~which gen-
erates positive thrust! increased proportionally with the normal-
ized propulsive speed. The lift force~which generates negative
thrust! increased proportionally to the second power of the nor-
malized propulsive speed. Thus, the resultant thrust decreases due
to the increase in the lift force as the normalized propulsive speed.
In addition, we found that, when the uniform phase difference was
100 degrees, the inertial force generated thrust due to the undula-
tory motion of the mechanism, and that the lift force was almost
zero.

2 From an analysis of the energy consumption and propulsive
efficiency, the maximum propulsive efficiency was 0.65 when the
normalized propulsive speed was 0.8 and when the uniform phase
difference was 100 degrees.
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Nomenclature

M 5 number of bound vortices
N 5 number of shed vortices

xbv ,ybv 5 coordinates of the bound vortex
xsv ,ysv 5 coordinates of the shed vortex

t 5 time
Gbv 5 strength of the bound vortex
Gsv 5 strength of the shed vortex
m( j ) 5 mass of discretized lumped mass
ubv 5 angle from the mass center at the bound vortex

point
I ( j ) 5 moment of inertia of the lumped mass about the

mass center
f px( j ) , f py( j ) 5 pressure force of thejth point

f x( j ) , f y( j ) 5 sum of the pressure force and drag due to the
fluid viscosity of thejth point

Fpx ,Fpy 5 pressure force
Fpx1 ,Fpy1 5 pressure force due to inertial force of the added

mass
Fpx2 ,Fpy2 5 pressure force due to lift force

Tu 5 moment acting on the mechanism
u( j ) ,v ( j ) 5 velocity of thejth point

u` ,v` 5 velocity of the uniform flow
i 5 A21
z 5 x1 iy

W 5 complex velocity potential

Fig. 4 Propulsive efficiency h as the function of the uniform
phase difference f0 for various normalized speed Ū*

Fig. 5 Propulsive efficiency h and its components Ēpx* and
Ēpy* , as functions of Ū* when up maxÄ5.2 deg „pÄ1È3…, f0
Ä100 deg
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r 5 fluid density
FD 5 drag due to fluid viscosity
up 5 bending angle of thepth joint
Tp 5 torque of thepth joint

umax 5 amplitude of the joint angle
v 5 angular frequency of the joint angle

Fp 5 phase difference from the first joint
f0 5 phase difference of each joint
Ū 5 average propulsive speed

Ū* 5 normalized propulsive speed5ŪT/L
U0 5 velocity of the transverse wave

L 5 total length of the bending propulsion mecha-
nism

T 5 period of the motion of the bending propulsion
mechanism

ma 5 actual mass in the normalized unit area
Ē 5 consumed energy

Epx ,Epy 5 energy consumed by the pressure force
Ef x , Ef y 5 energy consumed by the drag due to fluid vis-

cosity
h 5 propulsive efficiency

( ) 5 time average of~ !
~ !* 5 normalized value of~ ! by L, T, andma
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Darcy’s Experiments and the
Deviation to Nonlinear Flow
Regime
Many important technological and natural processes involving flow through porous me-
dia are characterized by large filtration velocity. It is important to know when the tran-
sition from the linear flow regime to the quadratic flow regime actually occurs to obtain
accurate models for these processes. By interpreting the quadratic extension of the origi-
nal Darcy equation as a model of the macroscopic form drag, we suggest a physically
consistent parameter to characterize the transition to quadratic flow regime in place of
the Reynolds number, Re. We demonstrate that an additional data set obtained by Darcy,
and so far ignored by the community, indeed supports the Darcy equation. Finally, we
emphasize that the cubic extension proposed in the literature, proportional to Re3 and
mathematically valid only for Re!1, is irrelevant in practice. Hence, it should not be
compared to the quadratic extension experimentally observed when Re>O~1!.
@S0098-2202~00!01703-X#

Introduction
By taking the semivariogram of one set of Darcy’s experimen-

tal data to verify the validation of Darcy equation, Davis et al.@1#
concluded that ‘‘ . . . Darcy’s law was not validated by Darcy’s
experiment.’’ A natural question is: If Darcy’s law is not validated
by the experimental data, would there be a valid extension of it?
This question is not new, neither are the inconsistencies behind
previous attempts to answer it.

Our purpose is to provide a fresh look into the proposed non-
linear extensions to the Darcy equation by revisiting some of the
historical events following the publication of Darcy’s book~Darcy
@2#!. We also reinterpret the physical phenomenon behind the de-
viation from Darcy equation to propose a physically consistent
dimensionless parameter for determining the transition to nonlin-
ear regime. This is a very important issue to the accurate modeling
of many important technological and natural processes, such as
horizontal strip casting~Kuznetsov, @3#!, enhanced cooling of
electronics~Lage et al.@4#, Antohe et al.@5#!, and underground
contaminant transport~Lage @6#!.

Finally, we consider an experimental data set obtained by
Darcy that satisfies the Darcy equation. This particular data set
has been ignored by, or unknown to, those questioning the validity
of the Darcy equation.

Historic Events
It was in 1856 that Henry Philibert Gaspard Darcy~Darcy @2#!

had his report on the public fountains of Dijon published.
The more technical aspects of his essay were detailed in seven
appendices.

In AppendixD ~pp. 559–603!, Darcy describes an experimental
apparatus built to test the hydraulic efficiency of a uniform cross-
section sand filter under steady unidirectional flow. The experi-
mental results obtained by Darcy were presented in terms of volu-
metric flow rateQ ~in liters per minute! and pressure difference
across the filter~in meters of water-column!. Using the filter
cross-section surface areas to find the average Darcy, or seepage,
fluid speedU5Q/s, the height of the filter medium columne, and
the total pressure difference across the filterDp, Darcy found a

coefficientk calledhydraulic conductivity, related to the filter me-
dium, correlating the pressure-drop and the average fluid speed as

Dp

e
5

1

k
U (1)

It is worth mentioning that the empirical hydraulic Eq.~1!, called
here theDarcy equation, differs from the equation

Dp

e
5S m

K DU (2)

presented asDarcy’s Lawin most textbooks and papers. Equation
~2! has the hydraulic conductivityk of the original Eq.~1! substi-
tuted byK/m, whereK is calledspecific permeability, a hydraulic
parameter independent of fluid properties, andm is the fluid dy-
namic viscosity.

Only years after the publication of Eq.~1!, the effect of fluid
viscosity was observed, indirectly, by changing the temperature of
the fluid flowing through the filter, as reported by Hazen@7#. It
was not until much later that the fluid viscosity appeared as an
individual parameter in the Darcy equation, e.g., in Kru¨ger @8#.
We refer to Eq.~2! as theHazen-Darcy equationto distinguish it
from the original Darcy equation, Eq.~1!.

Observe that Eqs.~1! and~2! areglobal ~or macroscopic! equa-
tions, i.e., they do not infer the complicated fluid-solid interac-
tions taking place inside each tortuous flow path~pores! of the
porous material.

Arsène Jules Emile Juve´nal Dupuit~Dupuit @9#! ~and not Forch-
heimer @10#, as believed by many!, drawing a parallel between
Prony’s equation for modeling flow in open channels~Prony@11#!
and flow through porous media, was the first to proposed an ex-
tension to Eq.~2!, namely

05
Dp

e
2aU2bU2 (3)

The physical phenomenon responsible for the quadratic term of
Eq. ~3! is the form force imposed to a fluid by any solid surface
obstructing the flow path. This resistive~to unidirectional flow!
force was proposed by Newton~@12# pp. 260–262! to be propor-
tional to the fluid density and to the average fluid velocity square.
Using this concept together with Eq.~2!, Eq.~3! is rewritten as the
Hazen-Dupuit-Darcy equation,
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whereC is a form coefficient related to the geometry of the solid
permeable medium andr is the fluid density. The last two terms
of Eq. ~4! represent the lumped viscous drag and the lumped form
drag, respectively, imposed by the solid porous matrix to the flow-
ing fluid. Although these two effects are always present in the
flow, the viscous effect will predominate at low enough fluid
speeds. We regard Eq.~4! as amacroscopic momentum balance
equationof fluid flow through a porous medium.

Ward @13# proposed to replace the form parameterC in Eq. ~4!
by c/K1/2, where the dimensionless parameterc was believed to
be a universal constant. Ward’s suggestion results from a dimen-
sional analysis involving only four basic parameters, i.e., he as-
sumed that the pressure-drop versus fluid-speed relationship, Eq.
~4!, would depend only onU, K, r, and m. Therefore, the form
coefficientC would depend on the permeabilityK of the medium.
This is incorrect because the permeability, as linked to viscous
drag, relates to theeffective surface areaof the solid porous ma-
trix. The form coefficientC, on the other hand, does not depend
on the extent of the surface, but on theform of the solid matrix
~form defined as the variation of the cross section area of the solid
matrix!. Moreover, if Ward’s suggestion was correct thenc should
be a universal constant, something which has been shown, for
instance by Beavers et al.@14# and Antohe et al.@15#, not to be
the case.

Inertial Force
The concept ofinertial force is traced back to Newton’s

Philosophiae naturalis principia mathematica, The Principia,
Newton@12#. At the beginning of his book, Newton presents eight
definitions forming the basis for his three Laws. The two most
important definitions for us are definition no. 2, or the definition
of quantity of motion, and no. 3, or the definition ofinertial force
or the force that measures how difficult it is to change the quantity
of motion of a body. Together with Newton’s second law, we can
state that thechange in quantity of motionis identical to thein-
ertial force that is equal to theresultantof all forces acting upon
the body.

Observe that the left side of Eq.~4! being zero reminds us that,
macroscopically, the fluid in and out of a permeable medium with
uniform cross-section, under unidirectional and steady flow, re-
tains its quantity of motion~or momentum!. Therefore, the fluid
has zero macroscopic inertial force.

Because Eq.~4! is macroscopicin nature, the right-side terms
represent, macroscopically, all the considered forces acting upon
the fluid. Of special interest is the rightmost term of Eq.~4!, the
term arising from theform force, often referred to as theinertia
force or the inertia term. This terminology is confusing because
with constant macroscopic momentum, the flow presents zero in-
ertial force. Even if referring to the effect of themicroscopic~pore
level! inertial force of the fluid, this terminology is inappropriate
still because the microscopic inertial force must be equal to the
resultant ofall forces acting on the fluid within a pore. But we
know that the form force is only one of the forces acting on the
fluid within a pore~viscous forces at the pore level will also affect
the change of quantity of movement—or the inertial force—of the
fluid!.

The confusion is created, we believe, because the form force is
proportional toU2, and in certain cases the fluid inertial force~or
the time rate of momentum change! is also written as velocity
square. We know, however, that the rightmost term of Eq.~4!
corresponds to a force, which happens to vary withU2. This force
is inertial relatedas much as any other force is, i.e., via Newton’s
second law. Another strongly distinctive factor is that the micro-
scopic form force is not proportional to the fluid viscosity but in
general the microscopic inertial force, or the force resisting the
change of movement at the pore level, is.

The inertia dogmaof flow in porous media has influenced
many scientists to generate other misconceptions. For instance, a
comment made by Barak@16# led Hassanizadeh and Gray@17# to
incorrectly correct atypo on their original paper by stating that
‘‘ . . . macroscopic inertial forces have been shown to be small at
the onset of nonlinear flow. . . ’’ - macroscopic inertia forces~or
convective inertia! are zero in steady unidirectional flow through a
homogeneous and isotropic porous medium.

The desire by many investigators to obtain a macroscopic equa-
tion similar to Eq.~4! from the microscopic Navier-Stokes~N-S!
equation governing the fluid flow inside each pore is also influ-
enced by the inertia dogma. See, for instance, Wodie and Levy
@18# who suggested that the linear term of Eq.~4! can be obtained
from the viscous term of the N-S equation by performing a
double-scale asymptotic expansion on pressure and velocity~to
first order! followed by the volumetric averaging of the resulting
equation. They went on to indicate that for very slow flow~Rey-
nolds number much smaller than unity!, in the case of macro-
scopic isotropy and assuming the convective inertia term of the
N-S equation to be of the same order of the viscous term, a second
order approximation leads to a macroscopic equation similar to
Eq. ~4! but with the rightmost term being cubic in the fluid speed
instead of quadratic. The same result was obtained also by Mei
and Auriault@19# via theory of homogenization. They then con-
cluded that the quadratic deviation from Eq.~2! must be associ-
ated with the anisotropy of the porous medium. An important
aspect overlooked in their analysis is the fact that the quadratic
deviation from Eq.~2! has been observed experimentally even for
isotropic media. Moreover, the deviation is observed at a Rey-
nolds number of the order unity or greater, hence outside the
validity range of their analysis.

The Reynolds Number
In several studies, e.g., Wyckoff et al.@20#, Ward @13#, Fand

et al. @21#, the permeability based Reynolds number,

ReK5
rUK1/2

m
(5)

was used to indicate the departure from the linear Hazen-Darcy
model, Eq. ~2!, in fully developed steady unidirectional flow
through a porous medium, a direct consequence of theinertia
dogma.

Some other authors, like Wodie and Levy@18#, prefer using a
characteristic pore length scale in place ofK1/2 in Eq. ~5!. The
Reynolds number definition used recently by Firdaouss et al.@22#
can make things even more confusing. Indeed, a Reynolds number
can be written in terms of the fluid pressure-drop

ReDP5
DPa3r

Lm2 (6)

wherea and L are the microscopic~pore scale! and the macro-
scopic length scales of the medium, respectively, and assuming
the terma2DP/mL as representing the velocity scale of the flow.
But this velocity scale is correct, from Eq.~4!, only if K anda2

have the same scale and when the pressure-drop versus fluid-
speed relationship is linear. Observe that for high fluid speed the
pressure-drop becomes proportional toU2, which suggests from
Eq. ~6! a Reynolds number also proportional toU2 what is incon-
sistent with the usual definition of the Reynolds number.

Because steady, fully developed and unidirectional flow
through a uniform cross-section duct has zero macroscopic inertia,
the Reynolds numbers of Eqs.~5! or ~6! have no physical mean-
ing, i.e., they should not be confused with a quantity representing
the ratio between macroscopic inertial and viscous forces. This
observation is simply an extension to flow through a porous me-
dium of what has been remarked by Batchelor@23#, and more
recently by Bejan@24#, regarding steady, fully developed flow of
a clear ~of porous medium! fluid.
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We made an important point when we wrotemacroscopic in-
ertia in the previous paragraph. Observe that the Reynolds num-
ber ~Re! currently used to predict the transition from linear to
quadratic flow regime in porous media is based on the macro-
scopic fluid speed. When attempting to use the macroscopic Re to
infer transition from linear to quadratic regime, one is ignoring the
lack of pore-scale information brought about by the macroscopic
Re.

Lack of physical meaning~in a macroscopic sense! and lack of
pore-scale information hinder the use of the macroscopic Re as a
parameter to predict the transition to nonlinear regime.

Using a Reynolds number to characterize the zero-inertia,
steady unidirectional flow through a porous media leads to other
abnormalities, such as, for instance, the writing of the form force
term as function of the fluid kinematic viscosity, as done recently
by Firdaouss et al.@22#, p. 335.

Even more surprising is the use of a Reynolds number to esti-
mate the macroscopic transition from a viscous dominated flow
regime ~Eq. ~2!, or linear regime! to a form dominated regime
~Eq. ~4!, or quadratic regime!. The Reynolds number has no in-
formation on the form drag effect. What should be used to char-
acterize the departure from the linear regime, we suggest, is the
physically meaningful ratio between the form forceDC and the
viscous forceDm , from Eq. ~4!

DC

Dm
5

CrU2

S m

K DU

5
rCK

m
U (7)

Observe that there is no ambiguity in the definition of the force-
ratio Eq.~7!. There are no possible choices of scales as in the case
of trying to define a proper Reynolds number~see comment on p.
334, Section 2.1, of Firdaouss et al.@22#!. Also, Eq. ~7! requires
prior knowledge of the form factorC value for the medium, an
obvious prerequisite for determining when the form force be-
comes predominant.

Therefore, the transition from linear to quadratic regime is in-
deed media-specific~contrary to what has been traditionally advo-
cated!. The transition is that of the drag switching from being
linear to quadratic with the fluid speed, and the drag depends on
the form~shape! and extent of the interface fluid-solid within the
porous medium. Hence, the transition must depend on the internal
geometry of the porous media, i.e., be media-specific as we
propose.

Unfortunate as the previous statement might be, our proposition
is a challenge to theoreticians and, more importantly, to experi-
mentalists working with fluid flow through porous media. There is
a need to investigate how the geometry of the porous matrix af-
fects the drag effect. Very little is known in this regard.

Coincidentally, the use ofDC /Dm reduces the scattering of
experimental hydraulic data obtained with permeable media of
very different forms as shown in Fig. 1 of Macdonald et al.@25#,
p. 200—note their Reynolds number is identical to Eq.~7!, with C
replaced byc/K1/2.

Darcy’s Experimental Data
Darcy @2# presents the results offive carefully performed ex-

periments. Four of them, using different sand-column height
~e50.58, 1.14, 1.71, and 1.70 meter! and keeping the pressure
under the filter equal to the atmospheric pressure, were reported
on p. 592 of his manuscript. Table 1 presents the set of experi-
mental results obtained usinge50.58 m, in terms of average fluid
speedU and total pressure difference across the filterDp, assum-
ing water at 10°C (r5999.7 kg/m3). Asterisks denote tests per-
formed under strong pressure oscillation.

By assuming that only the two last data points of Table 1 follow
the Darcy equation, Firdaouss et al.@22# attempted to indicate that
the entire data set of Table 1 could not be fitted by the Darcy
equation. However, Davis et al.@1# presented the curve fit of the

same data showing a reasonably good fit. We present our own
curve fit in Fig. 1, using the Darcy equation, Eq.~1!, and the
quadratic Eq.~4!. Indeed, the quadratic curve fit seems better.

Firdaouss et al.@22# went on to show, again assuming only the
two last data points of Table 1 as satisfying Eq.~1!, that a nor-
malization technique based on the Reynolds number at maximum
pressure-drop indicates a deviation to cubic flow regime. The nor-
malization is based on calculating the quantity

y5

Dp

eU
2

1

k

S Dp

eUD
max

2
1

k

(8)

from each data point, and then plotting the results versus the cor-
responding ratiox5Dp/Dpmax.

From Eq. ~8! we conclude that the experimental data points
satisfying Eq.~1! exactly will havey50. If the data follow the
quadratic extension to Darcy equation, theny should be linear
with x. If the data follow a cubic pressure-drop versus fluid-speed
relation, theny versusx should follow a quadratic curve.

Although not explicitly stated in their paper, it seems that at
least one point of a certain data set must be assumed to follow Eq.
~1! so that the hydraulic conductivityk ~or the permeabilityK!
necessary in Eq.~8! can be determined. Unfortunately, the results
of the Firdaouss et al.@22# normalization technique depend
strongly on the value ofk, which depends on howk is determined.
If one assumes, for instance, that only the last data point of Table
1 satisfies the Darcy equation and then obtain a value fork from it,
this value will differ from the value obtained when using the last
two points and, by consequence, the results from the normaliza-
tion technique will be different.

As a practical example of how sensitive the normalization tech-
nique is to the chosen value ofk, we present the two graphs of
Fig. 2. The upper graph is the result of the normalization proposed

Fig. 1 Darcy experimental data of Table 1, and least-square
linear and quadratic curve fits

Table 1 Modified experimental data for eÄ0.58 m

U(1023 m/s) Dp~kPa! k(1028 m3s/kg)
5.09 106.8* 2.76
4.82 96.7* 2.89
4.24 84.1* 2.92
4.05 79.7* 2.95
3.78 74.8 2.93
2.62 49.2 3.09
2.48 48.1 2.99
2.08 39.2 3.08
1.33 23.1 3.33
0.62 10.9 3.30
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by Firdaouss et al.@22# usingk53.3031028 m3s/kg obtained by
considering only the last point of Table 1 as satisfying Eq.~1!.
The results can be compared with they-versus-x linear ~dashed
line! and quadratic~continuous line! profiles, shown in the graph.

Observe that they-versus-x graphs of Firdaouss et al.@22# as-
sume the linear profile to start at the originy5x50, as if only the
point Dp5U50 satisfied Eq.~1!. However, the linear profile
should start from the first point believed to deviate from Eq.~1!,
for which yÞ0, because the data points with smallerDp were
assumed to follow Eq.~1! ~so thatk or K could be determined!,
therefore, they must yieldy50 when using Eq.~8!. If the graphs
of Firdaouss et al.@22# are redrawn with this correction in mind,
the discrepancy between linear and quadratic deviation becomes
much smaller. See the upper graph of Fig. 2, for instance, where
the data seems to follow more closely the linear profile than the
quadratic profile.

The weakness of the Firdaouss et al.@22# normalization proce-
dure is that one can not determine beforehand how many~or
which! data points in Table 1~or from any experimental data set!
satisfy the Darcy equation. Now, observe the lower graph of Fig.
2. This graph presents the results of the same normalization tech-
nique, but in this case using Eq.~8! with k53.0031028 m3s/kg
resulting from considering the last five data values of Table 1 as
following Eq. ~1! ~in this case,k is determined from the best linear
curve-fit of the last five data points, passing through the origin!.
Observe how different the results are when compared with the
upper graph. Even some negative values are obtained fory, in
which case the normalization technique is meaningless. Again,
considering the linear profile starting from the last data point used

to determinek we observe a better agreement between linear pro-
file and the experimental results than with the quadratic profile.

Davis et al.@1# have applied a different validation technique to
the original Darcy equation, considering only the data of Table 1.
The suggested method tests if there is any correlation between the
residuals, defined as

d~Ui !5
1

e
@Dp~Ui !2Dpt~Ui !# (9)

where we calculate a theoretical pressure dropDpt for every fluid
speed using the theoretical model to be validated, and then com-
pare the results with theDp values obtained experimentally. In
case of validating the Darcy model, Eq.~1!, one must determine
first the k value from the best curve fitting. For the quadratic
extension model, Eq.~4!, one must determinek(5K/m) and C
from the best fitting.

The semivariance used to estimate thecorrelation between the
residuals is presented in more detail by Delhomme@26#. Briefly,
the semivariance is a function of thelag-distance~distance be-
tween two experimental points! and defined as

s~DU !5
1

2N~DU ! (
i 51

N~DU !

@d~Ui1DU !2d~Ui !#
2 (10)

whereUi is a certain fluid speed,DU is the lag-distancebetween
two experimental fluid speeds, andN(DU) is the number of pairs
of experimental pointsDU units apart. If the semivariance tends
to a finite value as thelag-distanceDU increases then the residu-
als do not correlate and the theoretical model is valid. Otherwise,
the residuals correlate and the theoretical model is invalid.

The results of Davis et al.@1# to validate the Darcy equation
based upon the data in Table 1 indicated an increase in variance as
the fluid speed~or pressure drop! increases, in other words, an
apparent systematic relationship between the residuals. Based on
these results Darcy original equation would not be validated by
this experimental data set. One of the possible causes, as sug-
gested by Davis et al.@1#, could be asystematic measurement
error. A more likely explanation is simply the departure from the
linear flow regime.

To substantiate our point, we first assume the data of Table 1 to
follow the linear model, Eq.~1!. We then curve fit the data and
obtaink5K/m52.90931028 m3 s/kg from the best fit. With this
k value and Eq.~1!, we calculate a theoretical pressure dropDpt
for every fluid speed and compare the results with the experimen-
tal Dp values of Table 1. In this case, the maximum pressure-drop
deviation defined asuDp2Dptu/Dp is 14.8 percent. Repeating the
same procedure, but now assuming the data to follow the qua-
dratic model, Eq.~4!, instead of Eq.~1!, we obtain k53.385
31028 m3s/kg, C51.16893106 m, and a maximum deviation of
3.8 percent only.

Moreover, the variance technique for testing the suitability of
Eq. ~4! reveals smaller residuals and more uniform variance, as
shown in Figs. 3 and 4. It is evident that the quadratic model
correlates better the experimental data of Table 1.

Using Eq.~5! the maximum Reynolds number for the data of
Table 1 is ReK50.0235, a value well below the usual value of 0.1
for transition to quadratic regime. So, based on the Reynolds num-
ber criterion the flow should be in the linear regime. On the other
hand, the maximum ratio of form to viscous forces, Eq.~7!, is 0.2
indicating that the magnitudes of these forces are in fact less dis-
similar than suggested by the Reynolds number criterion.

The fifth, and so far ignored, or unknown, data set was obtained
by Darcy withe51.1 m and the results presented in p. 593 of his
report, shown on Table 2. Contrary to what is stated in Firdaouss
et al. @22#, p. 336,this is the most extensive of all data sets.

An analysis of the experimental data in Table 2 leads tok
52.80931028 m3s/kg from the linear Eq.~1!, with 7.4 percent
maximum pressure-drop deviation. For the quadratic Eq.~4! we
have: k52.90931028 m3s/kg, C50.42933106 m, and a maxi-

Fig. 2 Normalization results of data in Table 1—continuous
lines are for quadratic y -x relation; dashed lines are for linear
y -x relation. Upper graph: kÄ3.30Ã10À8 m3sÕkg obtained from
a single data point. Lower graph: kÄ3.00Ã10À8 m3sÕkg from
best linear fit of five points.
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mum deviation of 7.1 percent. The corresponding fitting curves
are shown in Fig. 5. There is no clear indication that the quadratic
is better than the linear equation as either one seems to correlate
fairly well the experimental data of Table 2~within what one
would expect to be the experimental uncertainty of the data col-
lected by Darcy!.

The semivariance technique applied to Table 2 points toward a
similar conclusion. In Figs. 6 and 7 we present the residuals and
the semivariances of the experimental data to the linear model,
Eq. ~1!. In Figs. 8 and 9 the residuals and the semivariances from

the quadratic model, Eq.~4!, are presented. Both cases present
very similar results with the semivariance tending to a finite value
asDU increases. In this case both models seem valid, so the effect
of the quadratic extension to Darcy equation must be negligible.

The maximum Reynolds number from the data of Table 2 is:

Fig. 3 Residuals between the experimental pressure drop of
Table 1 and the theoretical pressure drop obtained from the
quadratic Eq. „4… with K ÕmÄkÄ3.385Ã10À8 m3sÕkg, and C
Ä1.1689Ã106 m

Fig. 4 Variance of the residuals between the experimental
pressure drop of Table 1 and the theoretical pressure drop ob-
tained from the quadratic Eq. „4…

Fig. 5 Darcy experimental data of Table 2, and least-square
linear and quadratic curve fits

Fig. 6 Residuals between the experimental pressure drop of
Table 2 and the theoretical pressure drop obtained from the
Darcy Eq. „1… with kÄ2.809Ã10À8 m3sÕkg.

Fig. 7 Variance of the residuals between the experimental
pressure drop of Table 2 and the theoretical pressure drop ob-
tained from the Darcy Eq. „1…

Table 2 Modified experimental data for eÄ1.1 m

U(1023 m/s) Dp ~kPa! k(1028 m3s/kg)
3.26 128.3* 2.79
3.17 126.3* 2.76
3.12 123.4* 2.78
3.02 121.7 2.73
3.14 121.1 2.85
2.58 95.0 2.99
2.10 82.8* 2.79
1.70 65.8 2.84
1.37 56.7* 2.66
1.50 54.7 3.01
0.78 29.2 2.93
0.72 29.2* 2.71
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ReK50.0151, and the maximum ratio of form to viscous forces is
only 0.04. Both parameters indicating that the viscous forces pre-
dominate. Therefore, the so far overlooked fifth experimental data
set presented by Darcy indeed seems to support the Darcy
equation.

Cubic Extension
Mei and Auriault @19# presented a theory valid for isotropic

homogeneous medium showing that a cubic extension to the
Darcy equation evolves from the inertia term of the Navier-Stokes
equation, as long as the Reynolds number ismuch smaller than
unity. They note that‘ . . . it is not possible to use these data
$available experimental data% to draw any conclusion on the iner-
tia correction.’

Firdaouss et al.@22# also presented a theory~similar to the
theory presented by Wodie and Levy@18#! to demonstrate that the
deviation from the linear flow regime~Darcy equation! can not be
quadratic in velocity but cubic. Their fundamental hypothesis is
that the seepage velocity of the fluid through a periodic porous
medium is unaffected by reversing the pressure gradient.

The seepage velocity is invariant with the reverse of the pres-
sure gradient only if:~1! the form factorC in Eq. ~4! is invariant
when reversing the flow; or~2! the form forceDc is negligible.

Therefore, the only way to physically satisfy their hypothesis
without imposing the isotropicity ofC is for the quadratic velocity
deviation to be zero.

From their conclusion that the deviation must be cubic in ve-
locity we observe a direct relationship between the order of the
term ReDP in their hypothesis and the order of the deviation. If one
hypothesizes that when the pressure gradient is reversed the seep-
age velocity is also reversed up to a perturbation term of order
O(ReDP), instead of O(ReDp

2) as in their equation~3.12!, then the
deviation turns out to be quadratic in velocity instead of cubic.

As the cubic extension can also be written in terms of Re3, and
the analysis is only valid for Re!1, the effect of this cubic exten-
sion on the pressure-drop is irrelevant in practice~this was pointed
out by Mei and Auriault@19#!. This aspect is supported by con-
sidering Eq.~3! of Koch and Ladd@27#, p. 36, together with the
results fork0 andk2 shown in their Fig. 1. Observe that even for
Re53 ~greater than unity!, the cubic term accounts for only 1.25
percent of the total pressure drop~a value, in fact, within the
numerical error, estimated at 3 percent, see p. 35!.

Conclusions
A careful historical review provides the correct interpretation of

the physical meaning of the quadratic velocity extension, pro-
posed by Dupuit@9#, to the original Darcy equation. This qua-
dratic extension modeling the bulk form drag force effect of the
solid porous matrix depends only on a form factor and on the fluid
density.

Although our paper is not concerned only with the history of
science, we should never forget the educational impact of pub-
lished papers. Let alone history, our emphatic reference to Du-
puit’s work ~which should be a required reading for those working
in the field of flow through porous media! brings to light a fun-
damental contribution ignored by many: the physical explanation
behind including a quadratic velocity term to the original Darcy
equation. The explanation, not found in Forchheimer’s work, is
given by Dupuit who educates us on the inclusion of the quadratic
term in Darcy’s equation to account for the form drag imposed by
the porous matrix on the fluid flow. This fundamental piece of
information is enough to disallow the misleading use ofinertia-
related terminology in reference to the quadratic term.

Therefore, the use of a parameter representing the ratio of in-
ertia forces to friction forces, such as the Reynolds number, in a
criterion to determine transition from linear to quadratic macro-
scopic flow regime is physically inconsistent. A new dimension-
less parameter representing the ratio between viscous and form
forces is proposed to predict the transition.

Although one of the data sets presented by Darcy seems indeed
to follow the quadratic extension model proposed by Dupuit, a
second data set in Darcy’s manuscript so far neglected by the
community supports the Darcy equation.

A cubic velocity extension to the Darcy equation finds no ex-
perimental support at the present. This deviation, mathematically
restricted to very small Reynolds numbers, is completely indepen-
dent from the quadratic deviation and it has no relevance in prac-
tice. Moreover, no physical justification for a cubic term is avail-
able at the moment.
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Pressure Measurements in Highly
Viscous and Elastic Fluids
Pressure measurements in flows of highly viscous and elastic fluids are of practical
importance in polymer processing and rheology systems. Special problems arise during
such pressure measurements. High fluid viscosity results in excessive dynamic response
time (rise time) of the pressure measuring systems. This is true for systems that consist of
manometers as well as pressure transducers attached to the base of a small hole at the
wall. We model the dynamic response and examine related disturbing effects. These
systematic errors in pressure measurements include hole-pressure effects, instabilities in
cavity flow, and the time lag of the disturbance wave. We consider static and dynamic
flow systems of a polymer solution (PIB/C14/PB Boger fluid) to study these problems and
show that instantaneous pressure measurements in these systems can effectively be per-
formed.@S0098-2202~00!02703-6#

1 Introduction
In industrial polymer processing systems such as extrusion, in-

jection molding and fiber spinning, monitoring the pressure during
the process is of great importance. Pressure measurements can be
used to characterize the temporal structure of complex flows of
polymeric fluids ~Yesilata et al.@1,2# Kim et al. @3#!. Pressure
data can also be used to characterize rheological properties of the
fluid ~Bird et al. @4#, Walters @5#, Hatzikiriakos and Dealy@6#,
Dealy @7#!.

Measurements of static pressure with low viscosity Newtonian
fluids ~water, air, etc.! is considered quite routine since no special
problems arise up to frequency responses of about 1 KHz. On the
other hand, for highly viscous and/or elastic fluids~typical poly-
meric fluids! pressure measurements could be problematic even
for moderate frequency response~1 Hz!. Problems encountered
include dynamic response time of the measuring system and other
systematic disturbances. Understanding and resolving these prob-
lems related to pressure measurements are the primary focus of
this work.

Dynamic response of pressure measurements using recessed
transducers may have severe limitations~Walters@5#, Tanner and
Pipkin @8#!. Due to that and possibly other considerations, pres-
sure measurements in polymeric fluids have been performed
mostly using transducers mounted flush over a surface. Even for
flush-mounted transducers other difficulties may persist. Since the
size of pressure-sensing element is usually relatively large, it is
difficult to mount these transducers over a surface of a duct that is
small in size and obtain ‘‘local’’ pressure measurements. This is
particularly true in rheological devices that usually include dies~a
capillary or slit! ~Macosco@9#!. Another significant problem is in
mounting these transducers over a curved surface. This is not only
practically difficult, but is also a possible source of measurement
errors. Differential pressure measurements are advantageous when
sensitive measurements are to be made, but it is impractical to
measure differential pressures using flush-mounted transducers
~Lodge and De Vargas@10#!.

In this paper, we study and model the parameters that influence
dynamic response of standing columns~manometry! and of re-
cessed transducers. We thus establish the feasibility of using such
systems for dynamic pressure measurements. We also consider
some possible disturbances to the pressure distribution in the flow
resulting from the presence of a small hole at the wall bounding
the fluid ~Broadbent et al.@11#, Joseph@12#, Lodge@13,14#!, and

assess the pressure measurement errors due to these disturbances.
One such error is caused by non-Newtonian elastic normal stress
and fluid inertia, and it is referred to ashole-pressureeffect. In-
stabilities of flow in and past a cavity of highly viscous and elastic
fluids are another source of flow-related disturbances to pressure
measurement. Pressure measuring systems with pressure taps in-
clude a creeping flow past a deep cavity, and such flows are sub-
ject to elastically-driven flow transitions~Pakdel and McKinley
@15#, Kim et al. @3#!. The issue of time lag in pressure measure-
ments caused by the slow propagation of the disturbance wave
~Kazakia and Rivlin@16#, Yoo and Joseph@17#! is also considered
in this work as yet another possible source of systematic errors.

The experiments and theoretical models that characterize the
dynamic response of the pressure measuring systems are de-
scribed in Section 2. Systematic disturbances to the pressure mea-
surements are discussed in Section 3, and results are summarized
in Section 4.

2 Dynamic Response of the Measurement System
Two types of pressure measuring systems are considered. These

are:~1! fluid-filled columns~manometry! and~2! transducers con-
nected to flow pipes by fluid-filled columns. We describe theoret-
ical and experimental modeling that identifies the parameters de-
termining the response time of both of these systems.

The test fluid used in the present experimental measurements is
a PIB based polymer solution, referred as PIB Boger fluid. It
consists of a solution of 0.31 percent polyisobutylene~PIB! dis-
solved in 94.86 percent polybutene~PB! and 4.83 percent tetrade-
cane~C14!. The rheology of the fluid is given elsewhere~Shiang
et al. @18#!. The fluid is highly viscous and elastic. The viscomet-
ric properties of the test fluid were measured using the Rheomet-
rics RDA-II rheometer. The zero-shear-rate viscometric properties
arehp>17 Pas,hs>31 Pas,h0>48 Pas, andl1>2 s, all deter-
mined at 23.5°C. Herel1 is the zero-shear-rate Oldroyd relax-
ation time,hp andhs are, respectively, zero-shear-rate polymeric
and solvent contributions to the total viscosity,h05hs1hp .
Flow and pressure measurements in this work are performed at
temperatures between 23°C and 24°C.

Section 2.1 describes the experimental setup, measurement
methods as well as the theoretical model, and the solution of
equations governing fluid-filled columns~manometry!. Results of
experimental measurements and theoretical predictions are pre-
sented and discussed in this section. Corresponding information
for transducer systems is presented in Section 2.2.

2.1 Rise Time in Vertical Tube Systems„Manometry….
Measurement of static pressure with standing columns of liquids
is very common since it is simple, inexpensive, and reliable. Al-
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though the output is usually read by a human operator, the pos-
sible errors and accuracy of measurements are comparable to
transducer systems. The response~rise or fall! of a liquid column
to the application of static pressure change requires a finite
amount of time. Normally, for inclined and other manometers that
have low viscosity liquids with specific gravity of the order unity,
for static pressure applied of the order of several millimeters of
water, the ‘‘total’’ rise time could be a few seconds. In contrast
with that, for viscoelastic fluids that are highly viscous, such as
those considered here, with viscosities approaching tens of Pa.s,
the rise time could approach several hours.

The prediction of this rise time is very useful when one plans
experiments where the pressure measurements are important. In
this paper, we describe a method of predicting this rise time for
applied pressures that are steady and time-dependent. Compari-
sons of the predictions with experimental measurements for vari-
ous types of applied pressures and various geometries are pre-
sented. The experimental apparatus for manometry system
consists of a PVC tank approximately 300 mm in diameter and
450 mm in height connected to a horizontal pipe 12.7 mm in
diameter and 0.62 m long, as shown in Fig. 1. We refer to this
horizontal pipe as the flow pipe. Small holes are drilled at various
locations in this pipe so that vertical tubes of radiusR253.2 mm
can be utilized to measure the change in pressure at the flow pipe
wall due to a pressure change in the storage tank. Vertical tubes
are connected to these holes by smaller tubes of radiusR1
52.3 mm and lengthl 1 . The height of the fluid in the vertical
tube is measured as a function of time within an accuracy of
1 mm.

Initially the fluid in the vertical tube is at heightl 2 . We denote
the difference between the height of the fluid column at timet and
the initial heightl 2 by x(t). The maximum value ofx designated
asxmax is the indication of static pressureP applied to the tank, at
time t50, as measured in the flow pipe~see Fig. 1!. Experimental
data corresponding to the height of the fluid as a function of time
was recorded and is displayed in Fig. 2 for three different applied
pressures. Figure 2~a! presents the results in dimensional form
while Fig. 2~b! presents the same results in nondimensional form.
As shown in the figures, for the highly viscous fluid used in these
experiments, rise times are extremely long even for low pressures.
The solid lines in the figure correspond to the analytic prediction
described below.

In the analytic description used here, we neglect surface ten-
sion, inertial, elastic, and compressible effects. A rough compari-
son shows that for the tubes and fluid used in this experiment,
surface tension forces are negligible compared to gravity and
pressure forces. The relative importance of elastic and inertial

forces compared to the viscous forces is determined by Deborah
and Reynolds numbers that are given by De5l1(ġ)u/R and Re
52ruR/h0(ġ). Here l1(ġ) is the shear-rate dependent Oldroyd
relaxation time of the fluid,ġ is the shear rate,u is the fluid
velocity,R is the radius of the tube,r ~5890 kg/m3! is the density,
and h0(ġ) is the total shear viscosity of the fluid with the zero
shear rate value of limġ→0 h0(ġ)548 Pa.s. The relaxation timel l

is defined as@4#, l1(ġ)5N1(ġ)/(2hp(ġ)ġ2), where N1 is the
first normal stress difference andhp(ġ) is the polymeric contri-
bution to the total viscosity. We define the Deborah number in
terms of the zero-shear-rate value of the relaxation time
(limġ→0 l1(ġ)) which is about 2 s for the test fluid used in the
present experiments atT523.5°C.

The maximum values of the Deborah and Reynolds numbers at
the very early stage of the fluid rise are De50.05 and Re
50.003 for the largest pressure change considered here. These
small values of De and Re justify neglecting the elastic and iner-
tial forces in the analysis described below. The effect of tempera-
ture is not considered since all experiments were performed at
nearly constant room temperature.

We model the rise of the fluid as a fully developed incompress-
ible Poiseuille flow in tubes. When the operating pressure is high
such as in polymer melt processing compressible effects may need

Fig. 1 Schematic of experimental setup for manometry
system

Fig. 2 Height of the fluid as a function of time for different
values of applied pressure shown in „a… dimensional and „b…
nondimensional form
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to be considered by including bulk modulus in the model. We
denote the pressure drop in the tube of radiusR1 and lengthl 1
~see Fig. 1! as DPl and the pressure drop in the longer tube of
radius R2 as DP2 . At any given instant, the sum of the two
pressure drops equals the difference between the applied static
pressurergxmax and the hydrostatic headrgx(t), i.e.,

DP11DP25rg~xmax2x~ t !!. (1)

These pressure drops are related to the flow velocitiesu1 andu2
in the short and longer tubes by

DP15
8h0u1l 1

R1
2 , DP25

8h0u2~ l 21x!

R2
2 . (2)

Using the continuity equation and noting that under the present
assumptions the rate of change ofx must equal the velocityu2 ,
we obtain

u1R1
25u2R2

25
dx

dt
R2

2. (3)

We can express the pressure drops in terms ofdx/dt. Substitution
of these expressions into~1! produces the following differential
equation for the determination ofx(t)

8h0

rgR2
2 S l 1

R2
4

R1
4 1l 21xD dx

dt
5xmax2x. (4)

The solution of this equation, with the initial conditionx50 at
time t50, is

t

ts
52X2~11A1!ln~12X!, (5)

where X5x/xmax, the nondimensional parameterA1

5(l 1(R2 /R1)41l 2)/xmax, and the time scaletS is given by tS

58h0xmax/(rgR2
2). As mentioned earlier, the solid lines in Fig.

2~a! and 2~b! are obtained using Eq.~5!, and the measured data
are represented by various symbols.

For an applied pressure of about 13.5 kPa, it is seen that it takes
approximately 24 hours for the column height to approach its final
value~'1362 mm!. For lower pressures the final height is reached
at shorter times but still considerable amount of time is needed.
The experimental measurements agree very well with the model
used here. Having verified the validity of our analytical predic-
tion, we now consider the utility of such an approach for time-
dependent pressure measurements in the main flow pipe. Is it
possible to predict this pressure~or equivalentlyxmax! by observ-
ing the rise of the fluid in the manometer for a relatively short
time; thus avoiding a long wait? We assume that the geometric
parameter (l 1(R2 /R1)41l 2) is known. Inspection of Eq.~5! re-
veals that two observationsx1 andx2 of the fluid column height at
times t1 and t2 are sufficient to predictts andxmax. Theoretically
speaking, these observations can be done at any two timest1 and
t2 . However, to minimize errors, the largert1 and t2 are, the
better the prediction will be. This issue is illustrated in Fig. 3
where we plot the relative error between the predicted and actual
xmax versus (t22t1)/ts for three values oft1 ~5, 10, and 20 min!.
The timet2 is varied betweent1 andts . Herets is estimated using
the first two measurements. As can be seen from the figure, for the
worst case oft155 min andt258 min the error in predictingxmax
is less than 10 percent. This error decreases significantly ast2
2t1 is increased, reducing to less than 1 percent as (t22t1)/ts
goes beyond 0.5. In order to give a clearer understanding of the
effect of the parameters on the rise time we introducet rise, the
time required forx to reach 99 percent ofxmax. We then obtain
from Eq.~5! t rise5ts(4.605A113.615). As expected, lowerts and
A1 result in decreased rise times.

Another way of accelerating the rise of the fluid would be to
overload the vertical tube, i.e., to start at an increasedl 2 which
does not correspond to an equilibrium pressure in the main flow

pipe. Hence, when the pressure increaseP is applied to the main
conduit, the fluid is already way ahead in the vertical tube closer
to the correspondingxmax. From an analytical point of view this
requires the solution of the differential Eq.~4! with an altered
initial condition x(0)Þ0. The pressure measurements discussed
so far deal with a step increase in pressure that is applied to
stationary fluid. It is worth noting that a similar description of the
problem is also valid when the fluid is flowing through the main
flow pipe. In fact, as we shall see later, similar arguments and
modeling are valid even when the applied pressure is time-
dependent. In all such cases it is preferable to have a low rise time
and a small measurement time.

2.2 Rise Time in Fluid-Filled Transducer Systems. In this
section, we describe a method of pressure measurement~Fig. 4!
which utilizes a system consisting of a transducer combined with
a fluid filled short pipe~pipes for differential pressure measure-
ments!. In the present experiments the transducer used in Vali-
dyne DP 15 with 0.5 percent of full-scale accuracy. The pressure
transducer results reported here are of 1 percent or better accu-
racy. The pressure transducer is connected to the main flow pipe
wall with pressure taps and tubing. The output of the transducer is
connected to an A/D board with 12 bit resolution in a 80486 PC to
provide time dependent pressure measurements.

Electronic pressure measurement such as described above is
more suitable for capturing time dependent pressure fluctuations.
We develop an analytical model for this system using arguments
similar to the ones presented in Section 2.1. The geometric dimen-
sions of the system, such as the lengthl 1 and diameterD1 of the
tube connecting the transducer to the main flow pipe, the length
l 2 and diameterD2 of the transducer chamber are shown in Fig.
4. The transducer reading consists of an estimate ofP, the pres-
sure directly applied to the transducer diaphragm by the fluid. We
would like to relate the pressureP to the pressurePa at the bottom
of the connecting tube, which is the relevant pressure. A change in
Pa is reflected by a change inP with some time delay due to the
high viscosity of the fluid as explained earlier. We model the flow
in the tubes and derive an analytic prediction of this delay.

The transducer/pipe combination system for pressure measure-
ments is filled with the flowing fluid, and the back of the mem-
brane is vented into the atmosphere. The diaphragm deflectionl v
is small and is linearly related to the pressureP applied by the
fluid on the membrane. The volume changeV in the cavity due to
the deformation of circular membrane of diameterD2 into a
spherical shell with a deflectionl v is given by

Fig. 3 Relative error between the predicted and measured
x max as a function of „t 2Àt 1…Õt s for three different values of t 1
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V

p~D2/2!2 5
l v

2 F11
4

3 S l v

D2
D 2G . (6)

The continuity equation for the incompressible fluid in the pipe-
transducer system implies that

pD1
2

4
u5

dV

dt
, (7)

which in view of ~6! and for smalll v /D2 gives

u5
1

2 S D2

D1
D 2 dl v

dt
. (8)

Sincel v is linearly related toP, say with diaphragm constantk,
P5kl v , we can write

u5
1

2k S D2

D1
D 2 dP

dt
. (9)

The length of the transducer chamber (l 2) is small compared to
the length of the connecting tube (l 1) and the diameter of the
chamber (D2) is large compared to that (D1) of the connecting
tube. Consequently, we can neglect the viscous pressure drop due
to flow in the transducer chamber and write

Pa2P5
32h0l 1

D1
2 u, (10)

where we use the fully-developed flow approximation neglecting
gravity, inertia and elastic effects, andh0 is the total viscosity of
the fluid. Combining Eqs.~9! and ~10!, and with the delay time
constantTs given byTs516h0l 1D2

2/kD1
4, we write

Ts

dP

dt
1P5Pa . (11)

We note that the time scale,Ts , of this system is different from
the time scale,ts , of the manometry system. We also note that
some device details not considered in the present modeling~such
as swelling and deformation of the connecting tube, hardening of
the transducer membrane, etc.! may introduce additional but small
errors in the time scaleTs , but most likely leave the nature of Eq.
~11! unaltered. In view of the above complexities, we evaluateTs
from experimental observations rather than from its definition.

We now consider the general case of a time dependent pressure
Pa(t) and obtain the solution of the differential Eq.~11! with the
initial condition P5P0 at t5t0 as

P5P0 exp@~ t02t !/Ts#1E
t5t0

t Pa~t!

Ts
exp@~t2t !/Ts#dt.

(12)

For the case of constantPa , one obtains

P

Pa
511S P0

Pa
21Dexp@~ t02t !/Ts#. (13)

We consider the following experiment for the verification of the
prediction derived above. With the exit valve of the main flow
pipe closed, compressed air was used to apply a known pressure
increasePa to the fluid in the tank connected to the flow pipe, at
a known time (t0). This air pressure increase in the tank induces
a fluid pressure increasePa at the pressure tap position of the
main flow pipe, which in turn causes the output of the transducer
to start increasing. Initially, at the time of application of the pres-
sure increase, the reading of the transducer isP5P050. The
magnitude of the applied pressurePa is checked by an indepen-
dent measurement of the air pressure in the tank. These two pres-
sure readings,P and Pa , are recorded simultaneously after the
initiation of the pressure increase and shown in Fig. 5~a! as a
function of time. In Fig. 5~b!, we show the analytical prediction
~solid line! obtained from Eq.~13! using the conditionP050. The
relationship turns out to be

Fig. 4 Schematic of fluid-filled transducer Õpipe system

Fig. 5 Pressure readings for multiple-step-sequence experi-
ments: „a… Multiple-step increases applied „shown with solid
line … and pressure readings by transducer Õpipe system „shown
with closed symbol …, „b… the comparison between the results of
experimental and theoretical model
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P

Pa
512exp~2t/Ts!. (14)

The measured values lag behind the analytical prediction initially.
The discrepancy between the analytical and experimental results
is dramatically reduced if the experimental results are shifted in
time so that the initial time of the disturbance is matched for
analytical and experimental results. Such a time shift is justified
considering that we start measuring time from the instant the pres-
sure is increased at the holding tank, and since it takes a finite
amount of time for the disturbance to reach the point in the main
flow pipe where the pressure tap is located. This time shift is quite
often negligible for low viscosity fluids but not for fluids of high
viscosity used here. This issue is considered in more detail in
Section 3.3.

We now consider more complex pressure variations corre-
sponding to square wave pulses with various periods forP(t).
Figures 6~a!–~c! illustrate these results. In Fig. 6~a! a square wave
of low frequency,tp56t r , is illustrated. Heretp is the period of
the pressure variation~of P(t)! and t r is the time required by the
experimental apparatus~for the transducer! to record a pressure
equal to 99 percent of a step increase of the pressure. From Eq.
~14! we can obtaint r54.605Ts . This result combined with a

measuredTs511.961 s for the experimental apparatus used, pro-
vides a value fort r554.864.6 seconds. From Fig. 6~a! we see
that when the frequency ofP(t) is low (tp56t r), the transducer
is capable of capturing the pressure wave measuring its amplitude
accurately. Figure 6~b! illustrates the results fortp5t r . As tp
drops below 2t r the transducer does not have a chance to record
the full amplitude of the wave with the situation getting progres-
sively worse for increased frequencies.

The analytical model described earlier is valid for all frequency
pressure pulses considered here and it can be used to predict the
final amplitudes based on readings corresponding to pressures ear-
lier in the cycle. To develop and illustrate this approach, consider
Fig. 6~c! which depicts the transducer response for a square wave
with periodtp5t r /3. We useP1 ,P3 ,P5 , . . . . to denote the maxi-
mum pressures recorded during the experiment and
P2 ,P4 ,P6 , . . . . for the minimum pressures. Using the procedure
indicated below our model can predict this data.

As was indicated earlier, the solution of the differential equa-
tion governing the response is given by Eq.~13! for a constant
applied pressurePa . For Pa50 we have

P5P0 exp@~ t02t !/Ts#. (15)

The first maximum responseP1 occurs when the source pressure
is switched fromPa5Pmax to Pa50, at timet5tp/2. Using the
fact that at timet50, P50, from ~13! we obtain

P1

Pmax
512Z, (16)

whereZ5exp(2tp/2Ts), and we note that its value varies between
zero~for tp /Ts→`! and unity~for tp /Ts→0!. Specifically for the
case shown on Fig. 6~c!, we haveZ50.464. It can be easily
shown that using Eqs.~13! and ~15! we obtain at timest5tp , t
53tp/2, t52tp , etc. the expression

P2

Pmax
5Z~12Z!,

P3

P1
5

P4

P2
511Z2

and so on for

P2n11

P1
5

P2n12

P2
511Z21 . . . 1Z2n (17)

In the limit of n→`, Eqs.~17! predict

lim
n→`

P2n11

Pmax
5

12Z

12Z2 5
1

11Z

and

lim
n→`

P2n12

Pmax
5

Z~12Z!

12Z2 5
Z

11Z
(18)

Clearly, asZ tends to unity~vanishingly small period!, the limit-
ing values ofP2n11 andP2n12 are equal toPmax/2. Again, using
Eqs.~13! and ~15!, we obtain the responseP/Pmax for all values
of time as

Fig. 6 Pressure variations of square wave pulse with periods
t p Õt r of „a… 6, „b… 1, and „c… 0.33
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P

Pmax
5H 11S P2n

Pmax
21Dexp@~ntp2t !/Ts# for ntp,t,~n11/2!tp

P2n11

Pmax
exp@~~n11/2!tp2t !/Ts# for ~n11/2!tp,t,~n11!tp

(19)

with n50,1,2, . . . .. andP050. The comparison between mea-
surements and predictions shown in Fig. 6 clearly brings out the
utility and merit of the analysis described above.

The technique described here was used to measure instanta-
neous static pressure~or normal force! at the wall in inertialess
viscoelastic flow of PIB Boger fluid through a 4:1 contraction
geometry~Yesilata et al.@1,2#! and viscoelastic flow in a planar
square cavity~Kim et al. @3#!. Differential pressure measurements
between two points were made in these experiments by connect-
ing each end~port! of the transducer to the base of small holes at
the wall, ensuring that geometric parameters~i.e., diameter,
length! of the connections are nearly the same for both ports. Such
measurements in viscoelastic flow systems provide information
about temporal structure of flows that are otherwise very difficult
to detect.

3 Systematic Disturbances in Pressure Measurements

3.1 Hole-Pressure Effect. In viscoelastic flows, hole-
pressure effects may occur when the pressure or normal stress at
points on the wall is determined by attaching manometers or pres-
sure transducers to the base of a small hole at the wall. As de-
scribed by Joseph@12#, the presence of the hole disturbs the flow
and introduces errors in the measured pressure due to inertial and
normal stress effects. The disturbances resulting from inertial ef-
fects can be minimized if the hole size is very small. However,
Broadbent et al.@11# has reported that it is not sufficient to use
small holes to eliminate the disturbances arising from fluid elas-
ticity. Joseph @12# suggested a critical diameter,dc , dc
5(l1h/r), and argued that disturbances due to inertia dominate
whend.dc and disturbances due to normal stress dominate when
d,dc . For the test fluid used in the present experiments,dc
>195 mm and the diameter of holes used,d52.3 mm at all loca-
tions. Hered!dc , and contributions from inertia are negligible.

The elastic contribution to the pressure is explained by the fact
that the extra elastic normal stress along the curved streamlines
near the hole tries to lift the fluid out of the hole, as a weight on
a sagging chain~Joseph@12#!. Since the fluid is not lifted out of
the hole, the tension on the chain is balanced by the difference in
the pressure. Higastani and Pritchard@19# proposed a simple rela-
tion between the hole-pressure effect and the primary normal
stress at a circular hole over a flat surface, and is similar to that
proposed by Tanner and Pipkin@8#. Elastic contribution to the
pressure is given by~Bird et al. @4#!

P2P15
1

3 E0

tw N1~ ġ !2N2~ ġ !

t12~ ġ !
dt12, (20)

whereN1 , N2 are first and second normal stress differences,t12 is
the shear stress, P is the undisturbed pressure in the tube,P1 is the
pressure measured at the hole, andġ is the undisturbed shear rate
with no hole. Equation~20! suggests that the hole pressure effect
is independent of the size and the shape of the hole. This is ex-
perimentally verified by Pritchard@20# in the range of 0.3–7 non-
dimensional hole sizes.

Several investigators have used Eq.~20! to determine rheologi-
cal properties of fluids by measuring the extra pressure caused by
the presence of a hole over a flat surface~Malkus et al. @21#,
Lodge and De Vargas@10#, Lodge@13,14#, Lodge et al.@22#!. A
slit-die rheometer with transverse slot was used in these studies
since it is a simple geometry and it matches with the theory of

Higastani and Pritchard@19# and Tanner and Pipkin@8#.
Townsend@23# also has investigated the hole pressure effect in
pressure driven flows in slit geometry. The results of Townsend’s
numerical simulations agree well with the prediction by the theory
developed by Tanner and Pipkin@8#. More recently, Malkus et al.
@21# investigated the validity of the theories outlined in Eq.~20!
by performing numerical simulations for Maxwell and Johnson
and Segalman fluids~Johnson and Segalman@24#!, and showed
that these approximate theories have a wide range of applicability.

The primary goal here is not to detect the hole-pressure effect
or to characterize the rheological properties of the test fluid. On
the contrary, the objective here is to determine the influence of
these disturbances, if any, on the pressure measurements con-
ducted to study the structure of flow. In order to do this we have
conducted experiments with flow through a circular pipe. Direct
measurement of hole-pressure effect was not possible due to the
curved surface of the conduit/pipe. Instead, we compared pressure
measured at the wall using a pressure tap with predictions of the
pressure drop in pipe flow. For sufficiently low flow rates,
Oldroyd-B rate equation can model the fully developed flow of
PIB-Boger fluid in a pipe. Oldroyd-B constitutive model predicts
a constant~shear rate independent! viscosity and first normal
stress difference in a pure shear flow~Bird et al.@4#!. Rheological
characterization of the fluid used here~Shiang et al.@18#! indi-
cates that the viscometric properties of the fluid are nearly con-
stant for values of shear rateġ,8 s21. For the low Reynolds
number~inertialess! pipe flow of Oldroyd-B fluid, equation equa-
tions governing mass and momentum conservation are¹•u50
and¹•t2¹P50, where¹ is the nabla operator in polar coordi-
nates,u is the velocity vector andP is the pressure. The total extra
stresst is decomposed ast5S1hsġ, whereġ5(¹u1(¹u)T) is
the rate of strain tensor and (•)T denotes transpose. The polymeric
contribution S to the extra stress tensort is given by the
Oldroyd-B model~Bird et al. @4#! as

S1l1FDS

Dt
2~¹u!T

•S2S•¹uG5hpġ. (21)

The solution to the conservation of mass and momentum equation
with Eq. ~21! for fully developed axisymmetric pipe flow of Old-
royd fluid is

uz~r !52UF12S r

RD 2G , P2P05
8h0U

R2 z, Srz5hP

]uz

]r
,

Szz52l1Srz

]uz

]r
, Srr 5Sru5Suu5Szu50. (22)

HereU is the average velocity in the pipe of radiusR. l1 andhp
are respectively the zero-shear-rate Oldroyd relaxation time and
polymeric contribution to the total viscosity. For this flow system,
Eq. ~20! and Eq.~22! imply that

P2P15
1

3 E0

tw Szz~ ġ !

t rz~ ġ !
dt rz5

1

3
l1hpS ]uz

]r D
wall

2

5
16

3
l1hPS U

RD 2

.

(23)

Comparison between measured and calculated pressure indi-
cates that there is no discernible hole-pressure effect, as shown in
Fig. 7. We use Eq.~23! to predict the hole-pressure effect despite
the fact that this model was developed for holes over a flat sur-
face. We compare our pressure measurement against the calcu-
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lated pressure with~solid line in Fig. 7! and without~dashed line
in Fig. 7! the pressure hole effect given by Eq.~23!. The measured
pressure data~up to De59! agree well with calculated pressure
that did not include hole pressure effect. This indicates that mea-
surements in viscoelastic flow of typical polymeric solutions with
recessed transducer system can be made without significant con-
tribution from hole-pressure disturbances. Similar results have
been reported by Lodge and De Vargas@10#. They have indicated
that typical contribution of hole-pressure effect (Ph /P) ranges
from 0.01–0.001 for the flow of polymer melts in a slit-die rhe-
ometry. This range appears to be below the accuracy range of
most transducers~from 0.1 to 1 percent of full scale! used in
practical applications. Lodge and De Vargas@10# have claimed to
detect the relatively small hole-pressure errors. Their objective
was the measurement of the normal stress difference of the poly-
meric fluids.

3.2 Instabilities in Cavity Flow. The pressure measuring
system used in the present experiments consists of transducers
combined with fluid filled pipes. The pressure transducers are con-
nected to the base of a small hole in the wall of flow system with
pressure taps and tubing. Hence the pressure measuring system
includes the viscoelastic flow of a highly viscous and elastic fluid
past a deep cavity. Such viscoelastic recirculating flows have been
examined by Cochrane et al.@25#. For flow rates above the critical
value, the inertialess viscoelastic flow past a cavity is subject to
elastic instabilities~Pakdel and McKinley@15#, Kim et al. @3#!,
which can lead to time-dependent pressure variations. These elas-

tically driven flow instabilities in the cavity flow might cause
systematic disturbances to pressure measurements.

The critical value of the Deborah number for the onset of the
elastic flow instability in the inertialess cavity flow of PIB based
Boger fluid is reported to be about 0.35~for aspect ratios unity or
greater!. Pressure measurements were conducted in pipe flow for
flow rates up to De54.5 ~De54.5 for the pipe flow corresponds
to De>27 for the cavity flow in the pressure measuring system!,
but the pressure traces did not indicate any dependence in time.
The pressure measurements in the main flow appear not to be
influenced by possible disturbances in the cavity flow.

3.3 Time Lag of the Pressure Wave. Another possible sys-
tematic error in pressure measurements in the flow of polymeric
fluid is due to the slow propagation speed of the disturbances in
viscoelastic materials. Kazakia and Rivlin@16# and Yoo and Jo-
seph@17# showed that the shear wave speed or the speed of vor-
ticity waves for Maxwell fluid is given byc5(h0 /l1r), where
h0 andl1 are zero shear rate total viscosity and relaxation time,
respectively, andr is the density of the polymeric material. The
predictions ofc provide a good description for the experimentally
determined wave speed in several polymeric systems including
M1 Boger fluid ~Hu et al.@26#!.

The systematic error due to the time lag in our pipe flow ex-
perimental system~described in Section 2! can be estimated with
tc5l 1 /c5(l 1

2l1r/h0)1/2, where l 1>1 m is the total distance
between where the pressure input is applied to where it is mea-
sured. According to this equation a lag time of approximatelytc
56 s is predicted for pressure information to be transmitted from
tank to the transducer. Results of our static experiments~see Fig.
2~a!! indicate that the time lag is about 4 s in thepressure mea-
surement. The discrepancy between the predicted and measured
time lag is not surprising. The experimental setup and measure-
ments involve wave propagation in an elastic material in a three-
dimensional domain with nonrigid boundaries.

4 Conclusions
Experimental measurements and theoretical modeling of the

dynamic response of pressure measurement systems, which in-
clude transducers connected to a hole~pressure tap! in the wall of
a flow system, have been performed. Disturbances such as hole-
pressure effects, instabilities for flow past a deep cavity, and time
lag of pressure waves that could impede pressure measurements in
highly viscous and elastic fluids have been carefully examined.

Instabilities due to flow past a deep cavity~pressure tap!, and
hole-pressure effects have been shown to be unobtrusive in mak-
ing desired fluid pressure measurements in pipe flow for a highly
elastic~and viscous! PIB Boger fluid. The time lag of the pressure
wave due to the slow speed of sound in such fluids can be signifi-
cant, but can be estimated well.

The primary conclusion of this work is that pressure measure-
ments in flows of highly viscous and elastic fluids can be success-
fully made when proper care is taken. Temporal and spatial struc-
tures of complex unsteady viscoelastic flows can be characterized
using dynamic pressure measurements. Quite often, such pressure
measurements can identify flow features much better than other
techniques.

A step change in time of applied pressure manifests itself as an
exponential change in measured pressure with a time constant that
is a function of system geometry, and fluid properties. This is also
true with the use of manometers for pressure measurement. For
dynamic pressure measurements, the response time (t r) of the
system is also a function of system as well as fluid properties, and
can be evaluated using the procedures given in this work. To
achieve accurate dynamic pressure measurements, the response
time of the system must be smaller than the period of the pressure
perturbation.

Fig. 7 „a… Axial pressure distribution in inertialess circular
pipe flow of a PIB ÕPBÕC14 polymer solution at different values
of flow rate „or De …. „b… Pressure at two axial locations depicted
as a function of De in creeping pipe flow of PIB Boger fluid. The
predictions by Oldroyd-B model are shown by solid lines with-
out the hole pressure effect and by dashed lines with the hole
pressure effect. Open symbols denote measurements using
standing fluid columns „manometry … and solid symbols denote
measurements using transducers.
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Nomenclature

A1 5 expressed in Eq.~5!
D1 5 diameter of the tube
D2 5 diameter of the spherical membrane
dc 5 critical diameter
De 5 Deborah number, dimensionless flow rate

k 5 diaphragm constant
N1 5 first normal stress difference
N2 5 second normal stress difference
P 5 pressure

Pa 5 applied pressure
R 5 radius of the tube

Re 5 Reynolds number
S 5 polymeric contribution to the total extra stress
t 5 time

ts 5 time constant
Ts 5 time constant
tp 5 period
t r 5 response time
u 5 fluid velocity in the tube
U 5 average velocity~Eq. ~16!!
V 5 volume change in cavity
Z 5 defined in Eq.~11!
x 5 axial position
X 5 non-dimensional axial position
ġ 5 shear rate

DP 5 pressure drop
h0 5 total viscosity of the fluid
hP 5 polymeric contribution to the total viscosity
hS 5 solvent contribution to the total viscosity
l1 5 relaxation time
r 5 fluid density
t 5 total extra stress

t12 5 shear stress
l 1 5 length of the tube
l 2 5 length of the tube
l v 5 diaphragm deflection

Subscripts

1, 2 5 tube 1 and 2
max 5 maximum value
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Fanning factors in isosceles-triangular ducts are examined. Data
obtained in the literature were examined for deviations from the
smooth circular tube line. It was found that the constant C in a
form of the Blasius equation 4 f Re0.255C decreases as the apex
angle does within the extent of experiments, and has 20 percent
low deviation at 4 degree. For the apex angles greater than 60
degree, it was found that the constant C decreases as the apex
angle increases. It is thus concluded that the hydraulic diameter is
not the proper length dimension to use in the Reynolds number to
insure similarity between the circular and triangular ducts. In-
stead, if an area equivalent round diameter is used in the Rey-
nolds number, the deviations from the smooth circular tube line is
within ;6 percent. By using this area equivalent round diameter,
it is demonstrated that circular tube methods may be readily ap-
plied to triangular ducts eliminating large errors in estimation of
friction factors.@S0098-2202~00!00503-4#

Introduction
It has been common practice in the fields of fluid mechanics to

utilize the hydraulic or equivalent diameter in predicting turbulent
pressure drop along duct lengths having noncircular cross section.
But there is often great deviation from the circular tube line by
using the hydraulic diameter in the Reynolds number, and there-
fore many authors have suggested various modifying methods to
predict friction factors. In case of rectangular ducts, for example,
Jones@1# uses a ‘‘laminar equivalent diameter’’ to form the Rey-
nolds number, which is in turn used in any circular tube correla-
tion for friction factors. And in case of annuli, Brighton and Jones
@2# modify the constantC in the Blasius equation on the basis of
the experimental data.

Carlson and Irvine@3# and Schiller@4# had done experimental
research on fully developed pressure drop in triangular shaped
ducts. Their experimental data have deviation from the smooth
circular tube line. Carlson and Irvine noted that the circular-tube
correlation, with the hydraulic diameter, predicts values some 20
percent high for a 4-degree apex angle, and 5 percent high at a
38.8-degree apex angle. And they also noted that the calculation
method of Deissler and Taylor@5# underestimates the friction fac-
tor by almost as much as the hydraulic diameter rule overesti-
mates it for the 12 and 22.3 degree ducts.

There was little experimental data for apex angles greater than
60 degree in literature. And until now there is no proper correla-
tion for isosceles triangular ducts reported. Therefore, the purpose
of the investigation reported here was to obtain friction factors for
isothermal, fully developed, laminar, and turbulent flow in smooth
isosceles triangular ducts having apex angles that varied from 100
to 147 degrees. Moreover, an area equivalent round diameter is
proposed to use in the Reynolds number.

Apparatus
The sketch of the experimental procedure used to obtain pres-

sure drop data is illustrated in Fig. 1 and Fig. 2. In the setup used,
water was pumped from the water pool into the elevated tank that

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
December 25, 1999; revised manuscript received February 7, 2000. Associate Tech-
nical Editor: M. Hajj.

Fig. 1 Sketch of the experimental procedure

Fig. 2 Sketch of the positions of the pressure holes distribut-
ing over the test sections „TS…

Table 1 Dimensions of experimental ducts

Apex angle, deg. 99.5 114.7 127.9 147.1
Hydraulic diam., m3103 10.63 8.631 6.815 4.252
Hydrodynamic entrance
length, hydraulic diam. 200.4 246.8 312.5 500.9

Individual test section
length, hydraulic diam. 42.3 52.1 66.0 105.8
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had an overflow pipe to maintain a fixed water level, then flowed
through a duct and past an abrupt entrance and into the hydrody-
namic entrance section where it became fully developed. It then
entered the test section where the pressure drop readings were
made, which consisted of four identical test sections in series.
These multiple sections served to check on the reproducibility of
the measurements and to insure that the flow was fully developed.
After leaving the test section, the water flowed through a duct and

back to the water pool. The flow rates were determined by mea-
suring the volume of water during a known time interval. The
pertinent dimensions of the duct are listed in Table 1 for the
various apex angles investigated.

Presentation of Results. The experimental data are presented
in the form of Fanning factor against Reynolds number. These
two quantities are defined as follows

f 5
de

2Lu2

DP

r
(1)

and

Re5
deur

m
(2)

where P is pressure,r is the density of the fluid,f is Fanning
factor, L is the pipe length,de is the hydraulic diameter,u is the
average velocity in flow direction, Re is Reynolds number,m is
the dynamic density of the fluid.

For each duct angle, Fanning factors were measured in the
laminar, transitional, and turbulent regimes. Figures 3, 4, 5, and 6
show the experimental Fanning factors for apex angles of 99.5,
114.7, 127.9, and 147.1 degrees, respectively.

Area Equivalent Round Diameter and Modified
Reynolds Number

It is known that if the curve 4f Re564 is extended from lami-
nar into turbulent regime, we will obtain the value of Fanning
factor that is much smaller than the turbulent one at the same
Reynolds number. A peculiarity of turbulent flow in a triangular
duct is that where there are very acute corner angles the thickness
of the viscous sublayer can become large relative to the distance
between adjacent wall surfaces. This leads to what is sometimes
described as coexisting laminar and turbulent flow in the duct.
The shear stress then tends to be very much lower in the acute-
angle corners. So considering this configuration effect on Fanning
factor, we suggest an area equivalent round diameter be used in
Reynolds number. An area equivalent round diameter may be de-
fined as

Fig. 3 Fanning factor versus Reynolds number 2 aÄ99.5 deg

Fig. 4 Fanning factor versus Reynolds number 2 aÄ114.7 deg

Fig. 5 Fanning factor versus Reynolds number 2 aÄ127.9 deg

Fig. 6 Fanning factor versus Reynolds number 2 aÄ147.1 deg Fig. 7 As isosceles-triangular duct
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dSe5
43S

PS
5A4S

p
(3)

whereS is the cross-sectional area of fluid flow, shown in Fig. 7,
S5ha/25pdSe

2 /4, andPS is the perimeter of a circle whose area
is equal toS, PS5pdSe.

According to the geometric relation shown in Fig. 7, we have

h5
a

2tga
(4)

so

dSe5
a

Aptga
(5)

PS5pdSe5aA p

tga
(6)

The modified Reynolds number may be defined as

Re* 5
dSeur

m
(7)

The relation between Re* and Re is

Re* 5
dSeur

m
5

4S

PS
•ur

m
5

4S

P
•

P

PS
•ur

m
5Re•

P

PS
5k Re (8)

where P is the perimeter of the isosceles triangle,P5a(1
11/sina); and k5P/Ps5(111/sina)Atga/p, only related to
half of the apex angle.

If Re* is substituted for Re in the Blasius equation, we have

4 f ~Re* !0.2550.316 (9)

or

4 f Re0.2550.316k20.255C (10)

Figure 8 shows a comparison between Eq.~9! and the experi-
mental results of Carlson and Irvine, Schiller, and the triangular
ducts having apex angles of 99.5, 114.7, 127.9, and 147.1 degrees,
respectively.

Discussion and Conclusion
It has been shown in Fig. 8 that the use of an area equivalent

round diameter to calculate a modified Reynolds number yields
excellent agreement between Eq.~9! and the experimental data.
For the 4.01 and 7.96 degree ducts, Eq.~9! underestimates the
friction factors, but the deviation from the experimental data is
within ;6 percent. For the 114.7, 127.9, and 147.1 degree ducts,
Eq. ~9! overestimates the friction factors, and the deviation from
the experimental data is within 2.5 percent.
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Numerical Properties of the Discrete
Gas Cavity Model for Transients

Jim C. P. Liou
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Wylie’s discrete gas cavity model offers a simple way to simulate
transients in liquids with a small amount of free gas, and to model
vaporous and gaseous cavitations. It uses a constant and gas-free
wave speed to avoid interpolations and a weighting factor to con-
trol numerical oscillations. The model has an intriguing ability to
capture features associated with pressure-dependent wave speeds.
This paper describes a von Neumann analysis on this model,
shows why the need for the weighting factor and how to select it,
and explains why the model exhibits variable wave speed features.
[S0098-2202(00)00703-3]

Introduction
When a small amount of free gas is distributed in the liquid

contained in a pipeline, the flow can be regarded as homogeneous.
The gas makes the wave speed pressure dependant. This depen-
dency causes difficulties with the widely used method of charac-
teristics with specified time intervals. One way to deal with the
variable wave speed is to use interpolation~Wylie @1#!. Alterna-
tively, Provoost and Wylie@2# introduced a discrete gas cavity
model in which the free gas is lumped at computational sections
and the liquid between sections is gas-free. As a result, the wave
speed is constant and interpolations are no longer needed.

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
February 5, 1999; revised manuscript received April 3, 2000. Associate Technical
Editor: M. Sommerfeld.

Fig. 8 Comparison between Eq. „4…, Eq. „5…, the Blasius equation, and experimental
data
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This model uses a weighting factor to control numerical oscil-
lations. Although a heuristic guideline for choosing this factor has
been given~Wylie and Streeter@3#!, no numerical analysis of this
model has been performed. This paper presents such an analysis.

Discrete Gas Cavity Model
This study neglects the frictional resistance to flow. Between

computational sections, the transient motion of the liquid is mod-
eled by the conventional waterhammer equations~Wylie and
Streeter@3#!. At computational sections, the equation of state for
the gas and the continuity equation for the gas volume apply. This
is explained in terms of Fig. 1 where a computational grid with
two spatial computational reachesDx, one time stepDt, and three
computational sections are shown. The free gas in each half of a
Dx is lumped at of the nearest computational section. The liquid
in the reaches is gas-free and has a constant bulk modulus and
mass density. There are four variables at each section: piezometric
headH, gas volumeV, flow entering the sectionU, and flow
leaving the sectionQ.

In the method of characteristics, the two compatibility equa-
tions relating the head and flows at grid points (j 21,n), ( j ,n
11), and (j 11,n) are ~Wylie and Streeter@3#!

H j
n115H j 21

n 1BQj 21
n 2BUj

n11 (1)

H j
n115H j 11

n 2BUj 11
n 1BQj

n11 (2)

in which B5a/gA, a5gas-free wave speed,g5gravitational ac-
celeration,A5pipe cross-sectional area,Dx5 length of a compu-
tational reach, andD5diameter. Equations~1! and ~2! are valid
only along theC1 characteristic defined byDx/Dt5a and the
C2 characteristic defined byDx/Dt52a, on the distancex ver-
sus timet plane. A Courant number of unity, based on the gas-free
wave speed, is implied in Fig. 1.

An isothermal volume versus head relationship is assumed at a
gas cavity

Vj
n115

C3

H j
n112Z2Hv

(3)

in which the constantC3 can be computed from~Wylie and
Streeter@3#!

C35
P0a0DxA

rg
(4)

where P05a reference absolute pressure,a05void ratio at P0 ,
r5 liquid mass density,Z5elevation of the pipe, andHv
5gauge vapor pressure head of the liquid.H* 2Z2Hv is the
absolute partial pressure head of the free gas. The isothermal gas
behavior is assumed because the distributed free gas before lump-
ing is visualized as very small bubbles.

The increase of the gas volume at a section over a time step is
equated to the net liquid outflow integrated over the time step. A
weighting factorc is used in this integration~see Eq.~5!!. By
expressing the liquid flows and the gas volume in terms of head, a
quadratic equation results which enables an explicit solution for
the head and subsequently all the unknowns. The solution is un-
stable whenc,0.5, stable but contains oscillations whenc
50.5, and stable but damped whenc.0.5 ~Wylie @4#!.

Linearization
The gas volume versus absolute gas partial pressure head hy-

perbola~Eq. ~3!! can be represented locally around a headH* by
a straight line. With this linearization, the gas continuity equation
is approximated locally as

2C3

~H* 2Z2Hv!2

H j
n112H j

n

Dt
5c~Qj

n112U j
n11!

1~12c!~Qj
n2U j

n! (5)

Equations~1!, ~2!, and~5! form a linear system from whichH j
n11,

U j
n11, andQj

n11 can be solved. The properties of this numerical
scheme are analyzed next.

von Neumann Analysis and Results
The solutions to Eqs.~1!, ~2!, and ~5! can be expressed by a

discrete Fourier series. Consider one typical term in the series and
let

H j
n5h exp~ i ~bnDt1s j Dx!!,U j

n5u exp~ i ~bnDt1s j Dx!!,
(6)

Qj
n5q exp~ i ~bnDt1s j Dx!!

whereh, u, andq are unknown constants,b is an unknown vari-
able,s52p/l with l5wave length of a sinusoid, andi 5A21.
Substituting Eq.~6! into Eqs.~1!, ~2!, and ~5! results in a linear
system of homogeneous equations. For non-trivial solutions ofh,
u, and q, the determinant of the coefficient matrix of the linear
system of equations must be zero. This condition yields the fol-
lowing equation for exp(ibDt)

2~C1 exp~ ibDt !1C2!~exp~ ibDt !2exp~ isDx!!~exp~ ibDt !

2exp~2 isDx!!1B~exp~ ibDt !21!~exp~ i2bDt !21!50

(7)

where C15c(H* 2Z2Hv)rg/aP0a0A and C25C1(12c)/c.
The three roots of this equation cannot be expressed analytically.
However, they can be evaluated numerically. Results show that
root 1 has a zero argument and roots 2 and 3 are conjugate to each
other. The roots depend on the absolute partial gas pressure head,
the amount of free gas, the mass density and the gas-free wave
speed of the liquid, and the extent of discretization as represented
by sDx ~explained later!. The areaA in C1 , C2 , andB can be
factored out so that the roots do not depend on it.

Let N be the number of computational reaches with a length of
Dx such thatNDx5pipe lengthL. Let M be the number ofDx’s
within onel. ThesDx in Eq. ~7! can be expressed as

sDx5
2p

l

L

N
5

2p

MDx
Dx5

2p

M
(8)

Thus the effects of wave length and the extent of numerical dis-
cretization can be represented simply byM. A plot of
exp(2ImbDt) against M, called an amplitude portrait~Cunge
et al. @5#!, displays the behaviour of the amplification and the
damping of the numerical scheme over ranges of wave length and
the extent of discretization.

The ratio uRebu/s represents the propagation speed of a sinu-
soid. Divide this propagation speed, herein called the numerical
wave speed, by the physical wave speed of the gas-free liquid to
obtainFig. 1 The computational grid and variable definitions
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uRebu
s

a
5

uRebDtu
saDt

5
uRebDtu

sDx
5uRebDtu

M

2p
(9)

This wave speed ratio is plotted againstM to obtain the phase
portrait of the numerical scheme. Spurious oscillations occur
when the ratio deviates from unity.

Example
The example problem in Wylie@1# and Provos and Wylie@3#

was used. It is a frictionless horizontal pipe withL53000 m,D
50.61 m, r5992 kg/m3, a5981.4 m/s, Z510.3 m, and a0
50.002 atP05101325 Pa. Initially it has a steady flow of 0.89
m3/s and a head of 60 m at both ends. The outlet head is kept
constant. Starting att50 s, the inlet head is lowered to 58 m in
0.204 s and then kept at that level. The volume versus absolute
head relationship is linearized atH* 559 m.

The amplitude portrait using the root with zero argument is
shown in Fig. 2. It is seen thatc50.5 produces an amplification
factor of 1.0 for allM. Curves withc,0.5 lie in the unstable
region and curves withc.0.5 lie in the stable region. For all
curves withc>0.5, their damping increases asM increases and
eventually reach their own asymptotes.

Numerical evaluations of the root with zero argument show that
RebDt5p for all c values. Therefore, the phase portrait is simply
a straight line with an intercept of zero and a slope of 0.5. Nu-
merical waves always lead the physical wave for anyM greater
than 2. This lead causes spurious oscillations which will be
damped out when ac>0.5 is used.

The amplitude portrait using the conjugate roots is shown in
Fig. 3. Like the first root, ac of 0.5 yields an amplification factor
of unity for all M. Curves withc,0.5 lie in the unstable region
and curves withc.0.5 lie in the stable region. Unlike the first
root, all curve converges to unity asM increases. Thus the nu-
merical damping per time step is less when more computational
reaches are used.

The phase portrait using the conjugate roots is shown in Fig. 4.
For all c values, the numerical wave speed lags behind the physi-
cal wave speed. AsM increases, the lag becomes smaller and all
curves approach a common asymptote.

The Numerical Wave Speed at LargeM
Following the derivations of Wylie and Streeter@3#, the physi-

cal wave speed of a low void fraction gas-liquid mixture can be
expressed as

a85
a

A11
P0a0a2

rg2~H* 2Z2Hv!2

(10)

in which a85the wave speed of the mixture. For the example,
a8/a50.7892.

The phase portrait in Fig. 4 shows that, for the solution com-
ponent associated with the conjugate roots, the wave speed ratios
also approach an asymptote of 0.7892~evaluated atM530!. This
is not a coincidence. Evaluations of the limiting value anda8/a
are made for ranges of absolute partial pressure head and amount
of free gas. The results are shown in Fig. 5. Thea8/a dots fall on
the curves of the limiting value for all the conditions tested.
Therefore, whenM is sufficiently large, the numerical wave speed

Fig. 2 The amplitude portrait using the first root

Fig. 3 The amplitude portrait using the conjugate roots 2
and 3

Fig. 4 The phase portrait using the conjugate roots 2 and 3
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equals the wave speed of the gas-liquid mixture. This is why the
discrete gas cavity model can capture the steepening of a positive
pressure wave and the spreading of a negative pressure wave.

Extending to Nonlinear Problems
For large-amplitude transients, the nonlinear gas volume versus

pressure behavior must be modeled correctly. This can be accom-
plished by iterations. Iterations use the fact that only the slope of
the gas volume versus pressure head hyperbola affects the solu-
tion. The hyperbola can be tracked by adjusting this slope using
the mean pressure head between two consecutive time steps. In

the solution process, the local unknownH* in Eq. ~5! is first set to
the knownH j

n . A trial H j
n11 is computed.H* is then updated by

the average ofH j
n and the trialH j

n11 for the next iteration. This
process is repeated untilH j

n11 converges.
Large amplitude transients where the inlet pressure head was

lowered to 10.3 m~the pipe elevation! linearly in 0.204 seconds
were computed by this procedure usingc51. The results are
shown in Fig. 6. The traces reflect the spreading of the negative
pressure wave propagating toward downstream, and the subse-
quent steepening of the positive pressure wave reflected from the
constant and higher head at the downstream end. The gas volume
versus pressure head hyperbola was closely tracked by the itera-
tion process.

Summary and Conclusions
The discrete gas cavity model of Wylie@4# was linearized by

approximating the volume versus pressure head hyperbola locally
with a straight line. This resulted in a linear finite difference
scheme on which a von Neumann analysis was carried out.
Through iterations, the linearized scheme converges to the origi-
nal model. Thus, the numerical stability and phase properties of
the linear scheme are expected to indicate those of the original
model.

The results show that the numerical wave speeds lead the physi-
cal wave speed in one of the solution components irrespective of
the value of the weighting factorc. The effect this phase error,
however, can be damped out by using ac greater than 0.5.

For the remaining solution components, the numerical wave
speeds lag behind the physical wave speed. This phase error de-
creases and eventually disappears as more computational reaches
are used. This vanishing phase error enables the discrete gas cav-
ity model to exhibit the pressure-dependent wave speed of a low
void ratio gas-liquid mixture.

A c approaching unity should be used because~1! it offers
greater damping to reduce the numerical dispersion in the solution
component associated with the first root,~2! it produces less phase
error in the solution components associated with the conjugate
roots, and~3! although the numerical damping in the solution
components associated with the conjugate roots is greater, the
damping can always be reduced by using a largerM.

We noted that, although a largerM yields a more accurate
numerical solution, one should not use anM so large that the gas
volume becomes significant relative to the liquid volume between
two adjacent computational sections. This limitation of the dis-
crete gas cavity model has previously been pointed out by Wylie
and Streeter@3#.
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Erratum: ‘‘Large Eddy Simulation of Flow Past a Square Cylinder:
Comparison of Different Subgrid Scale Models’’
†ASME J. Fluids Eng., 122, No. 1, pp. 39–47‡

A. Sohanker, L. Davidson, and C. Norberg

In the above paper, Eq.~4! was printed incorrectly. The correct equation appears below:

Equation~4! on p. 40 should read:

(4)

Copyright © 2000 by ASMEJournal of Fluids Engineering SEPTEMBER 2000, Vol. 122 Õ 643

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


	TECHNICAL PAPERS
	TECHNICAL BRIEFS
	A Method of Correlating Fully
	Numerical Properties of the Discrete

